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Side-channel traces → some kind of statistics → rank subkeys → output key(s)
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## Sampling overhead

<table>
<thead>
<tr>
<th>#Trials</th>
<th>$2^{16}$</th>
<th>$2^{20}$</th>
<th>$2^{24}$</th>
<th>$2^{28}$</th>
<th>$2^{32}$</th>
<th>$2^{36}$</th>
<th>$2^{40}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling</td>
<td>0.04s</td>
<td>0.31s</td>
<td>10.1s</td>
<td>160s</td>
<td>2560s</td>
<td>11h</td>
<td>182h</td>
</tr>
<tr>
<td>Enumeration</td>
<td>0.03s</td>
<td>0.55s</td>
<td>9.2s</td>
<td>163s</td>
<td>3130s</td>
<td>12h</td>
<td>221h</td>
</tr>
<tr>
<td>Memory</td>
<td>405KB</td>
<td>2.7MB</td>
<td>20MB</td>
<td>225MB</td>
<td>1.8GB</td>
<td>10GB</td>
<td>70GB</td>
</tr>
</tbody>
</table>

![Graph showing overhead and memory as a function of key rank](image-url)
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![Graph showing success rate against number of traces for 2^4 candidates]
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- Traces vs. success rate for different numbers of candidates.
- The y-axis represents the success rate, ranging from 0.0 to 1.0.
- The x-axis represents the number of traces, ranging from 50 to 250.
- The graph shows a curve indicating how the success rate improves with an increase in the number of traces.
- The number of candidates is indicated on the right side of the graph: $2^8$ candidates.
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![Graph showing success rate with 2^{12} candidates and trace number on the x-axis and success rate on the y-axis.](image-url)
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Graph showing the relationship between number of traces and success rate for 2^{20} candidates.
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Success rate vs number of traces for 2^{24} candidates.
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If at first you don’t succeed . . .
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