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Abstract. We propose a block-cipher mode of operation, EAX, for sajvine
problem of authenticated-encryption with associate@@&EAD). Given a nonce
N, amessagé/, and a headeH, our mode protects the privacy 8f and the
authenticity of both\/ andH. StringsV, M, andH arearbitrary bit strings, and
the mode use8[|M|/n] + [|H|/n] + [|IN|/n] block-cipher calls when these
strings are nonempty and is the block length of the underlying block cipher.
Among EAX’s characteristics are that it is on-line (the lgngf a message isn't
needed to begin processing it) and a fixed header can be geegsed, effectively
removing the per-message cost of binding it to the ciphertex

1 Introduction

An authenticated encryption (AE) scheme is a symmetricrkeghanism by which a
messagé\/ is a transformed into a ciphertexil’ with the goal thatC'T" protect both

the privacyand the authenticity ofd/. The last few years has seen the emergence of
AE as a recognized cryptographic goal. With this has comealdwelopment of new
authenticated-encryption schemes and the analysis ofr@d. d his paper offers up a
new authenticated-encryption scheme, EAX, and providasm@tigh analysis of it. To
understand why we are defining a new AE scheme, we need to@ive kackground.

FLAVORS OF AUTHENTICATED ENCRYPTION It useful to distinguish two kinds of

AE schemes. In awo-passscheme we make two passes through the data, one aimed at
providing privacy and the other, authenticity. One way oking a two-pass AE scheme

is by generic compositionwherein one pass constitutes a (privacy-only) symmetric-
encryption scheme, while the other pass is a message aigttant code (MAC). The
encryption scheme and the MAC each use their own key. Angalgésome generic
composition methods can be found in [5, 6, 20].

In a one-pasAE scheme we make a single pass through the data, simultslyeou
doing what is needed to engender both privacy and authgnfigipically, the com-
putational cost is about half that of a two-pass scheme. Salecemes emerged only
recently. They include IAPM, OCB, and XCBC [12,17, 25].



Soon after the emergence of one-pass AE schemes it wasexk#tiat often not
all the data should be privacy-protected. Changes wereedeedthe basic definitions
and mechanisms in order to support the possibility that Safoemation, like a packet
header, musthot be encrypted. Thus was born the notioraothenticated-encryption
with associated-dat§AEAD), first formally defined in [24]. The non-secret data is
called theassociated datar theheader Like an AE schemes, an AEAD scheme might
make one pass or two.

STANDARDIZING A TWO-PASSAEAD scHEME. Traditionally, it has been the design-
ers of applications and network protocols who were resgppda$dr combining privacy
and authenticity mechanisms in order to make a two-pass AE#&i@me. This has not
worked well. It turns out that there are numerous ways to gangrin trying to make
a secure AEAD scheme, and many protocols, products, andastdshave done just
that. (For example, see [11] for a wrong one-pass schemgsiee weaknesses in the
AEAD mechanism of SSH, and [6, 20] for attacks on some metbdgspular use.)

Nowadays, some standards bodies (including NIST, IETF]BRé& 802.11) would
like to standardize on an AEAD scheme. Indeed IEEE 802.1aheady done so. This
is a good direction. Standardized AEAD might help minimiz®es in mis-combining
cryptographic mechanisms.

So far, standards bodies have been unwilling to standactizny of the one-pass
schemes due to pending patents covering them. There isidingly, an established
desire for standardizing on a two-pass AEAD scheme. Thepass scheme should be
as good as possibkubject to the limitation of falling within the two-pass fn@work.

Generic-composition would seem to be the obvious answed&ining a generic-
composition AEAD scheme is not an approach that has movedhforwithin any of
the standards bodies. There would seem to be a number olhealoe reason is a
relatively minor inefficiency—the fact that generic compiost methods must use two
keys. Probably a bigger issue is that the architecturalrtdge of generic composition
brings with it an “excessive” degree of choice—after dewiddn a generic composition
method, one still needs two lower-level specifications, elgra symmetric encryption
scheme and a MAC, for each of which numerous block-cipheedahoices exist.
Standards bodies want something self-contained, as wédlemg a patent-avoiding,
block-cipher based, single-key mechanism.

So far, there has been exactly one proposal for such a methmmabh see the “con-
temporaneous work” section below). It is called CCM [26]dda due to Whiting,
Housley, and Ferguson [26]. CCM has enjoyed rapid succadssanow the required
mechanism for IEEE 802.11 wireless LANs as well as 802.1%dless personal area
networks. NIST has indicated that it plans to put out a “Rec@ndation” based on
CCM.

OUR CONTRIBUTIONS Itis our view that CCM has a good deal of pointless compyexit
and inefficiency. It is the first contribution of this papeexplain these limitations. It is
the second and main contribution of this paper to provideva READ scheme, EAX,
that avoids these limitations.

CCM LIMITATIONS . A description of CCM, together with a detailed descriptidiits
shortcomings, can be found in the full version of this paggr$ome of the points we



make and elaborate on there are the following. CCM is nofrm#-ineaning one needs
to know the lengths of both the plaintext and the associaaéalloefore one can proceed
with encryption. This may be inconvenient or inefficient. [i@Cloes not allow pre-
processing of static associated data. (If, for example, awe lan unchanging header
attached to every packet being authenticated, we wouldthike the cost of authen-
ticating this header be paid only once, meaning header atitaéon should have no
significant cost after a single pre-computation. CCM failbave this property.) CCM’s
parameterization is more complex than necessary, inaydiraddition to the block ci-
pher and tag length, a message-length parameter. CCM'srlength is restricted in
such a way that it may not provide adequate security whenesoa® chosen randomly.
Finally, CCM implementations could suffer performancs higcause the algorithm can
disrupt word alignment in the associated data.

EAX AND ITS ATTRIBUTES. EAX is a nonce-using AEAD scheme employing no tool
beyond the block ciphel : Key x {0,1}" — {0,1}" on which it is based. We expect
that £ will often be instantiated by AES, but we make no restricsiamthis direction.
(In particular we do not require that = 128.) Nothing is assumed about the nonces
except that they are non-repeating. EAX provides both pyivia the sense of indistin-
guishability from random bits, and authenticity, in the senf an adversary’s inability
to produce a new but valithonce, header, ciphertéttiple. EAX is simple, avoiding
complicated length-annotation. It is a conventional tvesAEAD scheme, making a
separate privacy pass and authenticity pass, using no kim@ltectual property.

EAX is flexible in the functionality it provides. It supportsbitrary-length mes-
sages: the message spacflisl }*. The key space for EAX is the key spa€ey of the
underlying block cipher. EAX supports arbitrary noncesaniag the nonce space is
{0,1}". Any tag lengthr € [0 .. n] is possible, to allow each user to select how much
security she wants from the authenticity guarantees. Theuser-selectable parame-
ters are the block ciphdr and that tag length.

EAX has desirable performance attributes. Message exgraissininimal: the length
of the ciphertext (which, following the conventions of [2&xcludes the nonce) is
only 7 bits more than the length of the plaintext. Implementaticas profitably pre-
process static associated data. (If an unchanging head¢tached to every packet,
authenticating this header has no significant cost aftarglespre-computation.) Key-
setup is efficient: all block-cipher calls use the same ugitey key, so that we do not
incur the cost of key scheduling more than once. For bothygtion and decryption,
EAX uses only the forward direction of the block cipher, satthardware implemen-
tations do not need to implement the decryption functiapali the block cipher. The
scheme is on-line for both the plaintekt and the associated datg which means that
one can process streaming data on-the-fly, using constanbmenot knowing when
the stream will stop.

PROVABLE SECURITY. We prove that EAX is secure assuming that the block cipher
that it uses is a secure pseudorandom permutation (PRR)rigefor EAX means
indistinguishability from random bitand authenticity of ciphertexts. The combina-
tion implies other desirable goals, like nonmalleabilibdandistinguishability under a
chosen-ciphertext attack.



The proof of security for EAX is surprisingly complex. Theykeollapse of EAX2
destroys a fundamental abstraction boundary. Our sequotyf relies on a result about
the security of a tweakable extension of OMAC (Lemma 3) inclikan adversary can
obtain not only a tag for a message of its choice, but also socagted key-stream.

PRAGMATICS. The main reason there is any interest in two-pass schemes Aave
already discussed, is that one-pass schemes would seenstibjeet to patents. Mo-
tivated by this, standardization bodies have expressedhthat of standardizing on
a conventional, two-pass scheme, even understanding ¢har-faf-two performance
hit. The merit of this judgment is debatable, but the pragematlity is that there has
emerged a desire for a conventional scheme, like EAX, thasigood as possible
subject to the two-pass constraint. Lack of a scheme like B#D&imply lead to an in-
ferior scheme being standardized, which is to the disacgendf the user community.
Accordingly, EAX addresses a real and practical designlprobWe took up work on
this design problem at the suggestion of the co-Chair of Rl (Internet Research
Task Force), which supports the standardization effortheflETF. We believe that
EAX has the potential for widespread adoption and use.

AFTERWARDS One non-goal of EAX was to be parallelizable. Another réder-
pass design, CWC [19], is parallelizable. It pays for thigaadage with a somewhat
complex algorithm, based on Carter-Wegman hashing usitygpmial evaluation over
a prime field. More recent still is GCM [22], a parallelizajwo-pass design based on
multiplication in the finite field wit2!%® elements.

Other recent AEAD mechanisms include Helix [10] and SOBER-[13]. These
are stream ciphers that aim to provide authenticity. Thealrte-security methodology
does not apply to these objects since they are built direather than from lower level
primitives.

2 Preliminaries

All strings in this paper are over the binary alphab@tl}. For £ a set of strings and
n > 0 a number, we le." and £L* have their usual meanings. The concatenation of
stringsX andY is denotedX || Y or simply X Y. The string of length 0, called the
empty string is denoteck. If X € {0,1}" we let|X| denote its length, in bits. If
X € {0,1}" and¢ < |X| then the first bits of X are denotedY [first ¢ bits]. The
set BryTe = {0, 1}8 contains all the strings of length 8, and a striige BYTE" is
called abyte stringor anoctet string If X € BYTE* we let||X||s = |X|/8 denote
its length in bytes. Fof > 1 a number, we write BTE<? for all byte strings having
fewer than/ bytes. If X € BYTE* and/ < || X||,, then the first¢ bytes of X are
denotedX [first ¢ byteg. WhenX € {0,1}" is a nonempty string and € N is a
number we letX + ¢ be then-bit string that results from regarding as a nonnegative
numberz (binary notation, most-significant-bit first), addingto ¢, taking the result
modulo 2™, and converting this number back into abit string. If ¢t € [0..2" — 1]
we let [t],, denote the encoding af into ann-bit binary string (msb first, Isb last).
If X andP are strings then we leX &» P (the xor-at-the-endoperator) denote the
string of length? = max{|X|,|P|} bits that is obtained by prependifig{| — |P||



Algorithm CBCy (M) Algorithm CTRY (M)
10 LetM;--- M, < M where|M;| =n| 20 m « [|M]|/n]

11 Co 0" 21 S+ ExN)| - || Ex(N+m—1)
12 for i +— 1tomdo 22 C <+ M @ S [first|M] bits]
13 Ci + Ex(M; ®Ci_1) 23 return C

14 return C,,

Algorithm OMACgk (M)

. 40 L+ Ex(0"); B+« 2L, P+ 4L
30 if [M] € {n,2n,3n,...} 41 return CBCk (pad (M; B, P))
31 thenreturn M & B,

32 elsereturn (M || 10"~ UMImod ™)y @y Plajgorithm OMACY (M)
50 return OMACk ([t]. || M)

Algorithm pad (M; B, P)

Fig. 1. Basic building blocks. The block cipher E: Key x {0,1}" — {0,1}" is fixed and
K € Key. For CBC, M € ({0,1}")*. For CTR, M € {0,1}* and N € {0,1}". For pad,
M €{0,1}" and B, P € {0,1}" and the operation & xors the shorter string into the end
of longer one. For OMAC, M € {0,1}" and ¢ € [0..2" — 1] and the multiplication of a
number by a string L is done in GF(2").

zero-bits to the shorter string and then xoring this withdtreer string. (In other words,
xor the shorter string into thend of the longer string.) Ablock cipheris a function
E: Key x {0,1}" — {0,1}" whereKey is a finite, nonempty set and > 1 is a
number andEk (-) = E(K, ) is a permutation o0, 1}". The number is called the
block lengthThroughout this note we fix such a block ciptier

In Figure 1 we define the algorithms CBC, CTgad, OMAC (no superscript), and
OMAC * (with superscript). The algorithms CBC (the CBC MAC) and C{teunter-
mode encryption) are standard. Algoritiad is used only to define OMAC. Algorithm
OMAC [14]is a pseudorandom function (PRF) that is a one-keiawnt of the algorithm
XCBC [9]. Algorithm OMAC * is like OMAC but takes an extra argument, the integer
This algorithm is a “tweakable” PRF [21], tweaked in the m&istple way possible.

We explain the notation used in the definition of OMAC. ThaxeadfiL (line 40:¢
anintegerin{2,4} andL € {0, 1}") is then-bit string that is obtained by multiplying
by then-bit string that represents the numbemhe multiplication is done in the finite
field GF(2™) using a canonical polynomial to represent field points. Taeoaical
polynomial we select is the lexicographically first polynairamong the irreducible
polynomials of degree that have a minimum number of nonzero coefficients. For
n = 128 the indicated polynomial ig'?® + x” + x> + x + 1. In that case2L = L<1 if
the first bit of L is 0 and2L = (L<1) & 0*2°10000111 otherwise, wherd <1 means
the left shift of L by one position (the first bit vanishing and a zero entering ihe last
bit). The value of4L is simply2(2L). We warn that to avoid side-channel attacks one
must implement the doubling operation in a constant-timamaea



Algorithm EAX.Encrypty (M) | Algorithm EAX.Decrypty  (CT)

10 N < OMAC(N) 20 if |CT| < 7 then return INVALID
11 H + OMACL (H) 21 LetC || T + CT where|T| =7
12 C + CTRR (M) 22 N + OMACZ(N)

13 € + OMACZ(C) 23 H «+ OMACj (H)

14 Tag + N Ca K 24 C « OMACZ(C)

15 T « Tag [first 7 bitg] 25 Tag' « NaoCpH

16 return CT « C || T 26 1" + Tag' [first T bits]

27 if T # T' then return INVALID
28 M + CTRR(C)
29 return M

Fig. 2. Encryption and decryption under EAX mode. The plaintext is M, the ciphertext
is CT, the key is K, the nonce is N, and the header is H. The mode depends on a block
cipher E (that CTR and OMAC implicitly use) and a tag length 7.

We have made a small modification to the OMAC algorithm as & ar@ginally pre-
sented, changing one of its two constants. Specificallyctimstant 4 at line 40 was the
constantl /2 (the multiplicative inverse of) in the original definition of OMAC [14].
The OMAC authors indicate that they will promulgate this nfigdtion [15], which
slightly simplifies implementations.

3 The EAX Algorithm

ALGORITHM. Fix a block cipherE : Key x {0,1}" — {0,1}" and a tag length €
[0..n]. These parameters should be fixed at the beginning of a plartisession that
will use EAX mode. Typically, the parameters would be agreeth an authenticated
manner between the sender and the receiver, or they woulkidakffir all time for some
particular application. Given these parameters, EAX mtesia nonce-based AEAD
scheme EAXE, 7] whose encryption algorithm has signat#rg x Nonce x Header x
Plaintext — Ciphertext and whose decryption algorithm has signat€ieg x Nonce x
Header x Ciphertext — Plaintext U {INVALID } whereNonce, Header, Plaintext, and
Ciphertext are all{0,1}". The EAX algorithm is specified in Figure 2 and a picture
illustrating EAX encryption is given in Figure 3. We now diss various features of
our algorithm and choices underlying the design.

NoO ENCODINGS We have avoided any nontrivial encoding of multiple stsirigto a
single onet Some other approaches that we considered required a PRFatoplied

to what was logically a tuple, likéN, H, C'). Doing this raises encoding issues we did
not want to deal with because, ultimately, there would sesbetno simple, efficient,
compelling, on-line way to encode multiple strings intoragée one. Alternatively, one

! One could view the prefixing dt],, to M in the definition ofOMAC (M) as an encoding,
but[t],. is a constant, fixed-length string, and the aim here is jusiteak” the PRF. This is
very different from needing to encode arbitrary-lengtingfs into a single string.



OMAC?2 OMAC}H

EEEN

Fig. 3. Encryption under EAX. The message is M, the key is K, and the header is H.
The ciphertextis CT' = C || T.

could avoid encodings and consider a new kind of primitiveLgti-argument PRF. But
this would be a non-standard tool and we didn’t want to usenamystandard tools. All
in all, it seemed best to find a way to sidestep the need to duodémgs.

WHY NOT GENERIC coMPOSITIOR Why have we specified a block-cipher based
(BC-based) AEAD scheme instead of following the generisiposition approach of
combining a (privacy-only) encryption method and a messagkentication code? In
fact, there are reasonable arguments in favor of generiposition, based on aesthetic
or architectural sensibilities. One can argue that germnposition better separates
conceptually independent elements (privacy and authigntand, correspondingly, al-
lows greater implementation flexibility [6, 20]. Correctsebecomes much simpler and
clearer as well. All the same, BC-based AEAD modes have sorperitant advantages



Tag lengthr € {4,6,8,10,12,14,16}
Length of message length fied e [2..4

CCM EAX
Functionality AE with AD AE with AD
Built from Block cipherE with 128-bit blocksize |Block cipherE
with n-bit blocksize
Parameters Block cipherE Block cipherE

Tag lengthr € [0..n]
]

Message space

Parameterized: 7 choiceX € [2..8].
Each possible message space a
set of ByTe", from ByTe? ! to
ByTe<2”' -1

{o,1}"

sub-

Nonce space

Parameterized, with a value a6 — X
bytes. From 56 bits to 104 bits

{o, 13

Key space One block-cipher key One block-cipher key
Ciphertext T bytes T bits
expansion

Block-cipher calls

|H]

128

[+

] +2+4,fors € {0,1}

|H|

n

[N}

]« ] i

Block-cipher calls
with static header

|H|

128

[ M]
128

2 [ L]+ [ | +2+5.fora € 0,1}

[N
n

[N}

ERE

Key setup

Block cipher subkeys

Block cipher subkeys
3 block-cipher calls

IV requirements

Non-repeating nonce

Non-repeating nonce

Parallelizable?

No

No

On-line?

No

Yes

Preprocessing
(/msg)

Limited (key stream)

Limited (key stream, header)

Memory rgmts

Small constant

Small constant

Provable security?|

Yes (if E is a good PRP)
Bound of@(a?/2'2%)

Yes (if E is a good PRP)
Bound of@(a?/2™)

Patent-

encumbered?

No

No

Fig. 4. A comparison of basic characteristics of CCM and EAX. The count on block-cipher
calls for EAX ignores key-setup costs. We denote by 7 the length of the EAX tag in bits,

and by T (boldface)

of their own. They make it easier for implementors to use &sehwithout knowing a
lot of cryptography, presenting a simpler abstraction latzup. They make it easier to
obtain interoperably. They reduce the risk that implemeniall choose insecure pa-
rameters. They can save on key bits and key-setup time, &ig@omposition meth-

the length of the CCM tag in bytes.

ods invariably require a pair of separate keys.




EAX can be viewed as having been derived from a generic-csitipo scheme
we call EAX2, described in Section 4. Specifically, one infittes EAX2 using CTR
mode (counter mode) and OMAC, and then collapses the two ikégone. If one
favors generic composition, EAX2 is a nice algorithm for it.

ON-LINE. We say that an algorithm @n-lineif it is able to process a stream of data
as it arrives, with constant memory, not knowing in advanbemthe stream will end.
Observe then that on-line methods should not require kriydeof the length of a
message until the message is finished. A failure to be onkiaszebeen regarded as a
significant defect for an encryption scheme or a MAC. EAX idioe.

Now it is true that in many contexts where one would be enangpa string one
doesknow the length of the string in advance. For example, maoyogols will al-
ready have “packaged up” the string length at a lower lemedflect, such strings have
been represented in the computing system as sequence efdndea count of those
bytes. But there are also contexts where one am¢&now the length of a message
in advance of getting an indication that it is over. For ex@sapa printable string is
often represented in computer systems as a sequence oenoinzes followed by a
terminal zero-byte. Certainly one should be able to effityeancrypt a string which
has been represented in this way.

ABILITY TO PROCESS STATICAD. In many scenarios the associated d&tavill be
static over the course of a communications session. For gheaithe associated data
may include information such as the IP address of the setldereceiver, and fixed
cryptographic parameters associated to this sessioncinagase one would like that
the amount of time to compute Encrgpt (/) and Decrypf #(C) should be inde-
pendent of H|, disregarding the work done in a preprocessing step. Tméfisignce of
this goal was already explained in [24]. EAX achieves thialgo

ADDITIONAL FEATURES. Invalid messages can be rejected at half the cost of de-
cryption. This is one of the benefits of following what is lwadly an encrypt-then-
authenticate approach as opposed to an authenticatesttoeyppt approach.

To obtain a MAC as efficient as the PRF underlying EAX defidCk (H) =

Encrypf; ().

COMPARISON WITH CCM. Figure 4 compares CCM and EAX along a few relevant
dimensions. A description of CCM and an extended comparisonbe found in the
full version of this paper [8].

4 EAX2 Algorithm

To understand the the proof of security of EAX and the apgrdaken for its design,
we introduce EAX2, a generic composition method. EAX is EAéR the particular
case of CTR encryption and OMAC authentication, but thetapskd to a single key.

EAX2 coMPOSITION Let F': Keyl x {0,1}" — {0,1}" be a PRF, where > 2.
Let II = (£,D) be an IV-based encryption scheme having key sp&se and IV
space{0, 1}". This means thaf : Key2x{0,1}" x{0,1}* — {0,1}" andD: Key2 x



Algorithm EAX2.Encrypty ., (M) | Algorithm EAX2.Decrypt{ ., (CT)

10 N« F2,(N) 20 if |CT| < 7 then return INVALID
11 K+ Fi,(H) 21 LetC || T «+ CT where|T| =T
12 C « X, (M) 22 N+ F2,(N)

13 C « F2,(0) 23 H « Ft, (H)

14 Tag <~ N ChOH 24 @+ F2,(0)

15 T < Tag [first 7 bits] 25 Tag' + NoCoH

16 return CT <~ C'|| T 26 T' « Tag' [first T bits]

27 if T # T’ then return INVALID
28 M + DR, (C)
29 return M

Fig. 5. Encryption and decryption under EAX2. The mode is built from a PRF F': Keyl x
{0,1}* — {0,1}" and an IV-based encryption scheme II = (£, D) having key space
Key2 and message space {0,1}". The plaintext is M and the key is (K1, K2) and the
header is H. By Fi we mean the function where Fi (M) = Fx ([i],. || M).

{0,1}" x {0,1}" — {0,1}" andKey2 is a set of keys and for evedy € Key2 and
N € {0,1}" andM € {0,1}",if C = EX(M) thenDR(C) = M. LetT < n be
a number. Now giver#” and I andr we define an AEAD scheme EAXZ, F, 7] =
(EAX2.Encrypt EAX2.Decryp) as follows. Set )t (M) = Fk ([t],, || M). SetKey =
Key1 x Key2. Then the encryption algorithm EAX2ncrypt: Keyx{0,1}"x{0,1}" —
{0,1}" and the decryption algorithm EAXRecrypt: Key x {0,1}" x {0,1}" —
{0, 1}"U{INVALID } are defined in Figure 5. Scheme EAXR F, 7] is provably secure
under natural assumptions abdiitand F'. See Section 6.

EAX1 compPosITION Let EAX1 be the single-key variant of EAX2 where one in-
sists thatkey = Keyl = Key2 and where one key$#’, £, and D with a single
key K € Key. One associates t6 and I the scheme EAX{I, F, 7] that is defined
as with EAX2 but where the one kely keys everything. Notice that EAX, 7] =
EAX1[CTR[E], OMACIE], 7]. This is a useful way to look at EAX.

5 Definitions

AEAD scHEMES A set of keyds a nonempty set having a distribution (the uni-
form distribution when the set is finite). A (nonce-based}henticated-encryption
with associated-datéAEAD) scheme is a pair of algorithmld = (E,D) whereE
is a deterministiencryptionalgorithmE : Key x Nonce x Header x Plaintext —
Ciphertext and aD is a deterministiclecryptionalgorithmD : Key x Noncex Header x
Ciphertext — Plaintext U {INVALID }. The key spaceKey is a set of keys while
the nonce spacélonce and theheader spacéieader (also called the space afsso-
ciated datd are nonempty sets of strings. We wri\ # (M) for E(K, N, H, M)
and DY (CT) for D(K, N, H, CT). We require thaD¥ 2 (EX 4 (M)) = M for
all K € Key and N € Nonce andH € Header and M € Plaintext. In this note we
assume, for notational simplicity, thidbnce, Header, Plaintext, andCiphertext are all



{0,1}" and thafEY  (M)| = |M|. An adversary is a program with access to one or
more oracles.

NONCE-RESPECTING Supposed is an adversary with access to amcryption oracle
E; (). This oracle, on inputN, H, M), returnsEX 2 (M). Let (N1, Hy, M), ...,
(Ny, Hy, M,) denote its oracle queries. The adversary is said todree-respecting
if Ni,...,N, are always distinct, regardless of oracle responses asgdlegs ofd’s
internal coins.

PriIvACY OF AEAD scHEMES We consider adversaries with access to an encryption
oracleE;/(-). We assume that any privacy-attacking adversary is noesgecting.
The advantage of such an adversdrin violating the privacy of AEAD schemH =

(E, D) having key spacK&ey is

Adv%riv(A) = Pr|K < Key: AP« () = 1} —Pr {K(i Key: A% () =1

where$ " (-) denotes the oracle that on inpUV, H, M) returns a random string of
length| M.

AUTHENTICITY OF AEAD SCHEMES This time we provide the adversary with two
oracles, an encryption oracle;; (-) as above and also grification oracleD ;' (-).
The latter oracle takes inp@V, H, CT') and returnd if DY #(CT) € Plaintext and
returns0 if DX #(CT) = INVALID . The adversary is assumed to satisfy three condi-
tions, and these must hold regardless of the responsestadie queries and regardless
of A’s internal coins:

e AdversaryA must be nonce-respecting. (The condition is understoogpdya
only to the adversary’s encryption oracle. Thus a nonce used encryption-
oracle query may be used in a verification-oracle query.)

e AdversaryA may never make a verification-oracle quéry, H, CT') such that
the encryption oracle previously returné’ in response to a queyN, H, M).

e AdversaryA must call its verification-oracle exactly once, and may niise-
quently call its encryption oracle. (That is, it makes a ssme of encryption-
oracle queries, then a verification-oracle query, and tfats.h

We say that such an adversdoygesif its verification oracle returns 1 in response to
the single query made to it. The advantage of such an adyersam violating the
authenticity of AEAD schemé&l = (E, D) having key spac&ey is

Advia_luth(A) - Pr [K & Key . AEK()vf)K() forges

IV-BASED ENCRYPTION An IV-based encryption schen(@n IVE scheme) is a pair of
algorithmsII = (£, D) wheref : Key x IV x Plaintext — Ciphertext is a deterministic
encryptionalgorithm andD : Key x IV x Ciphertext — Plaintext U {INVALID } is a
deterministiadecryptionalgorithm. Thekey spacéey is a set of keys and th@aintext
spacePlaintext andciphertext spac€iphertext andlV spacelV are all nonempty sets
of strings. We write€ (M) for £(K, R, M) andDE(C) for D(K, R, C)). We require



thatDE(EE(M)) = M forall K € Key andR € IV andM € Plaintext. We assume,
as before, thaPlaintext = Ciphertext = {0,1}" and thal£&(M)| = |M|. We also
assume thdtv = {0, 1}" for somen > 1 called thelV length

PRIVACY OF IVE SCHEMES WITH RANDOMIV S. Let IT = (€, D) be an IVE scheme
with key spaceKey and IV spacdV = {0,1}". Let £* be the probabilistic algorithm
defined from¢ that, on inputK and M, chooses an IVR at random from{0,1}",
computeC < EE(M), and then return€’ along with the chosen IV:

Algorithm S%(M) Il The probabilistic encryption scheme built from IVE schefne
RE{0,1}"; C « ER(M); retum R|| C

Then we define the advantage of an advershiy violating the privacy ofII (as an
encryption scheme using random 1V) by

AdvP™(4) = Pr[K < Key: A0 = 1] —Pr [K & Key s ASO) =1

where$(-) denotes the oracle that on input returns a random string of lengtht | A/].
This is just the ind$-privacy of the randomized symmetricrgption scheme associated
to II. We comment that we have used a superscrippefv” for an IVE scheme and
“priv” (bold font) for an AEAD scheme.

PSEUDORANDOM FUNCTIONS A family of functionsor a pseudorandom function
(PRF),isamag': KeyxD — {0,1}" whereKey is a set of keys anf) is a nonempty
set of strings. We calb the output lengthof F. We write F¢ for the functionF'(K, -)
and we writef <~ F to meank < Key; f « Fix.We denote byR* the set of all
functions with domain{0,1}* and range{0, 1}"; by R” the set of all functions with
domain{0, 1}" and range{0,1}"; and byR’ the set of all functions with domaih
and rangg0, 1}". We identify a function with its key, makin@”?, R;, andR, pseu-
dorandom functions. The advantage of advershiy violating the pseudorandomness
of the family of functionsF': Key x {0,1}* — {0,1}" is

AdvPE(4) = Pr [K<i Key : AFx() = 1] —Pr [,uiR;;; AP0) = 1]

A family of functionsE: Key x D — {0,1}" is ablock cipherif D = {0,1}" and
eachE is a permutation. We I16®,, denote all the permutations g0, 1}" and define

AdviP(A) = Pr [K & Key: AP0 = 1] —Pr |:7T &Py A0 = 1]

XXX

REsSOURCES If xxx is an advantage notion for whidhdvy;* (A) has been defined we
write Advi ™ (R) for the maximal value oAdvi;*(A) over all adversaried that use
resources at mogt. When counting the resource usage of an adversary, one izasim
over all possible oracle responses, including those thdtlawt be returned by any ex-
periment we have specified for adversarial advantage. Res®of interest arg:—the

running time;g—the total number of oracle queriegi—the number of oracle queries



to the adversary’s first oracle,—the number of oracle queries to the adversary’s sec-
ond oracle; and—the data complexity. The running tim@f an algorithm is its actual
running time (relative to some fixed RAM model of computajiptus its description
size (relative to some standard encoding of algorithmsg. ddta complexity is de-
fined as the sum of the lengths of all strings encoded in theradwy’s oracle queries,
plus the total number of all of these strirgk this paper the length of strings is mea-
sured inn-bit blocks, for some understood valueThe number of blocks in a string/
is defined ag{M ||,, = max{1, [|M|/n]}, so that the empty string counts as one block.
As an example, an adversary that asks quéiés H,, M), (N2, Ho, M>) to its first
oracle and queryN, H, M) to its second oracle has data compleXity ||, + || H1 ]| +
IM1lln + [[Nalln + [[H2lln + [|Mz]ln + [|N|ln + | H|ln + [[M]|n + 9. The name of a
resource measure, (', g, etc.) will be enough to make clear what resource it refers to
When we use big-O notation it is understood that the constdden inside the no-
tation may depend on. We writeO(f(z)) for O(f(z)1g(f(z)). WhenF is a function
we write Timey (o)) for the maximal amount of time to compute the functiBrover
inputs of total lengthy. WhenII = (£,D) is an AEAD scheme or an IVE scheme
with key spaceKey we write Timeg (o) for the time to compute a random element

K ¢ Key plus the maximal amount of time to compute the functignon arguments
of total lengtho.

6 Security Results

We first obtain results about the security of EAX2 and thervera result about the
security of a tweakable-OMAC extension. These results pptied to derive results
about the security of EAX. The notation and security measueéerred to below are
defined in Section 5.

SECURITY OF EAX2. We begin by considering the EAXZ, F', 7] scheme withF
being equal taR”, the set of all functions with domaif0, 1}" and range(0,1}". In

other words, we are considering the case wtiége is a random function with domain
{0,1}" and rang€(0, 1}". First we show that EAX@I, R™, 7] inherits the privacy of

the underlying IVE schemé& . The proof of the following is in the full version of this
paper [8].

Lemma 1. [Privacy of EAX2 with a random PRF] Let /7 be an IVE scheme with IV
space{0, 1}" and letr € [0..n]. Then

Adle:E),:i)ZZ[H7RZ7T] (ta q, 0) S AdVI])YriV (tla q, 0)

wheret' =t + O(o). O

We now turn to authenticity. The following shows that EAX2 R, 7] provides au-
thenticity under the assumption that the underlying IVEesobII provides privacy.
The proofis in the full version of this paper [8].

2 There is a certain amount of arbitrariness in this conventiot it is reasonable and simplifies
subsequent accounting.



Lemma 2. [Authenticity of EAX2 with a random PRF] Let II be an IVE scheme
with IV space{0,1}" and letr € [0..n]. Then

AdvERS 1. Rn 1t 0,0) < AdVRY (', q,0) +277

wheret' = t + O(0). O

Our definition of authenticity allows the adversary only aneery to its verification
oracle, meaning only one forgery attempt. A standard arguiseys that the advantage
of an adversary making, verification queries can grow by a factor of at mgst As
per the above this means itis at mgst [2~7 + Adv'; " (¢, ¢, 0)]. We believe that in
fact the bound is better than this, namely that it,i8 " + Adv?{i"(t’, q,0). However,
we do not have a proof of this stronger bound.

The above allows us to obtain results about the securityeofémeral EAX2I, F, 7]
scheme based on assumptions about the security of the cemiBsmhemes. The proof
of the following is in the full version of this paper [8].

Theorem 1. [Security of EAX2] Let F': Keyl x {0,1}" — {0,1}" be a family of
functions, let/l = (£, D) be an IVE scheme with IV spa¢e, 1}" and letr € [0..n].
Then

AdVEK;}E[H,F,T] (ta q, U) < AdVII’YriV (t2v q, U) + Adv%rf(tla 3¢+ 3, U) +277 (1)

AAVES 1 5y (t0,0) < AQVD(t2,q,0) + AR (t3,3¢,0) ()

wheret, = t + Timeg (o) + O(0) andty = t + O(o + ng) andts = t + Timeg (o) +
O(o). |

We remark that although “birthday” terms of the forri/2™ or ¢ /2" dQ not appear
explicitly in the bounds above, they may appear when we bthmA dv};"™ (-, -, -) and
Adv%rf(-, -,+) in terms of their arguments.

SECURITY OF A TWEAKABLE-OMAC EXTENSION. This section develops the core
result underlying why key-reuse “works” across OMAC and GTiBdes. To do this,
we consider the following extension of the tweakable-OMAstruction. Fixn > 1
and lett € {0,1,2} andp € R andM € {0,1}" ands € N. Then define

Algorithm OMAC ,(t, M, s)

10 R« OMAC) (M)
11 forj <« 0tos—1doS; < p(R+))
12 return R SyS1---Ss_1

Thus anOMAC , oracle, when aske(, M, s), returns not only = OMACZ(M) but
also a key streamyS; ... S, formed using CTR-mode and start-ind&8xWe empha-
size that the key stream is formed using saenefunctionp (that is, the same key) that



underlies the OMAC computation. Note too that we have lichttee tweaks to a small
set,{0,1, 2}.

We imagine providing an adversary with one of two kinds of oracles. The first
is an oracleOMAC (-, -, ) for a randomly chosep € R;.. The second is an oracle
$.(-,-,-) that, oninput(t, M, s), returnsn(s + 1) random bits. Either way, we assume
that the adversary iength-committingif the adversary asks a quety, M, s) it does
not ask any subsequent quéry M, s'). As the adversary runs, it asks some sequence
of queries(ti, M1, s1), . .., (tg, My, sq). The resources of interest to us are the sum of
the block lengths of the messages being MACGad= > || M;]|.., and the total number
o2 = Y s; of key-stream blocks that the adversary requests. We clatatreasonable
adversary will have little advantage in telling apart theteracles, and we bound its
distinguishing probability in terms of the resouregasando, that it expends. Recall
that for oraclesX andY and an adversaryl we measured’s ability to distinguish
between oracleX” andY” by the numbeAdvy®, (A) = Pr[4% = 1] — Pr[AY = 1].
The proof of the following is in the full version of this pap@&.

Lemma 3. [Pseudorandomness dDMAC] Fix n > 2. Then, for length-committing
adversaries,

((71 + 09 + 3)2

dist
Advgyacra) s, (01,02) < o

SECURITY OF EAX. We are now ready to consider the security of EAX. The pafo
the following is in the full version of this paper [8].

Theorem 2. [Security of EAX] Letn > 2 andr € [0..n]. Then

riv 902
AdV}E)Ax[Rg,T](U) < on
au 10502 1
AdVEAf(‘[le;](U) S —n tar U

Finally, we may, in the customary way, pass to the corresimgrbmplexity-theoretic
result where we start with an arbitrary block ciplier

Corollary 1. [Security of EAX] Letn > 2andE: Key x {0,1}" x {0,1}" be a block
cipher and letr € [0..n]. Then

9.502
2n
1102 1

o + > + AdviP (', 0)

Adv‘E’Z;'[EJ] (t,0)

IN

+ AdVRP (o)

IN

AdVEX;;(l[IE,T] (t7 0)

wheret’ =t + O(o). O

We omit the proof, which is completely standard.
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A Definition of CCM

Since CCM [26] was a major motivation for our work, we recédl definition, writ-
ing it in a new form. First some notation. Write string comsain hexadecimal, as in
OXFFFE. WhenX € {0, 1}’Z is @a nonempty string ande N is a number we leX + i
be thel-bit string that results from regarding as a nonnegative number(binary no-
tation, msb first), adding to i, taking the result modul®*, and converting this number
back into ar¢-bit string. Now CCM depends on three parameters:

o E — theblock cipher— whereE: Key x {0,1}'** — {0,1}'**

e 7 —thetag length— wherer € {4,6, 8,10, 12,14, 16}

e )\ — thelength-of-the-message-length-fieldwhere\ € {2,3,4,5,6,7,8}
Once parameter&s, 7, \) have been fixed, wherg: Key x {0,1}"** — {0,1}"**
is a block cipher, CCM is the AE scheme specified in Figure & mhnce space is
Nonce = BYTE'®~* and the header spacelieader = BYTE<?" and the message

space isPlaintext = BYTE<Z"". There is a tradeoff between the length of nonces,
n = |N| = 15 — ) bytes, and the longest permitted messagé; — 1 bytes.



Algorithm CCM.Encrypty (M)

100
101
102
103
104
105
106
107
108
109
110
111
112
113

B+ 0 || ifH=cthenOelselendif | [r/2—-1]; || [A—1]s
NAE M edsn |l

if H = ¢ then ¢ elseif||H||,, < 62580 then [||H||.].s elseif||H]||,, < 2%

then OXFFFE || [||H]||n]s2 €lseOXFFFF || [||H||»]ss endif ||

if H = ¢ thene elseif||H||,, < 62580 then [0],, 4~ 17ll») med 16

elseif||H]|,, < 2° then [0],, (10~ 1Hlln) med 16 gigg[q],, (6=lIHlIn) mod 16 gnjf

M
[O]n(_”MHn)mOdl6
U + CBCk (B)
Ao~ —1s || N || [0,

V|| C < CTRZL® (U || M) where|V| = 128
T « V [first T byteg
return CT <~ C'|| T

Algorithm CCM.Decrypty 7 (CT')

200
201
202

210
211

220
221
222
223
224
225
226
227
228
230
231
232
233
234

if || CT'||.. < T then return INVALID
PartitionCT into C || T where||T'||, = T
if |C|, > 2* — 1 then return INVALID

Ao =1s || N || [0]."7

M « CTRT (C)

B+ 0 || ifH=cthenOelselendif | [r/2—-1]; || [A—1]s
N UM edsx I

if H = ¢ then ¢ elseif||H||,, < 62580 then [||H||.].s elseif||H]||,, < 2%

then OXFFFE || [||H]||.]s2 elseOXFFFF || [||H||»]e4 endif
W2 |
if H = ¢ then¢ elseif||H||,, < 62580 then [0],,*~17ll») med 16

elseif||H]|,, < 2° then [0],, (10~ 1Hlln) med 16 g|gg[q],, (=lIHlIn) mod 16 gt

I M
[0],, (~1M11n) mod 16
U « CBCk(B)
V « Ex(A))®U
T' + V [first T byteg
if T # T’ then return INVALID
return M

Fig. 6. Encryption and decryption under CCM[E, T, A].




