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Abstract. GGM tree is widely used in the design of correlated oblivi-

ous transfer (COT), subfield vector oblivious linear evaluation (sVOLE),

distributed point function (DPF), and distributed comparison function

(DCF). Often, the cost associated with GGM tree dominates the compu-

tation and communication of these protocols. In this paper, we propose

a suite of optimizations that can reduce this cost by half.

— Halving the cost of COT and sVOLE. Our COT protocol in-
troduces extra correlation to each level of a GGM tree used by the
state-of-the-art COT protocol. As a result, it reduces both the num-
ber of AES calls and the communication by half. Extending this idea
to sVOLE, we are able to achieve similar improvement with either
halved computation or halved communication.

— Halving the cost of DPF and DCF. We propose improved two-
party protocols for the distributed generation of DPF/DCF keys.
Our tree structures behind these protocols lead to more efficient full-
domain evaluation and halve the communication and the round com-
plexity of the state-of-the-art DPF/DCF protocols.

All protocols are provably secure in the random-permutation model and

can be accelerated based on fixed-key AES-NI. We also improve the state-

of-the-art schemes of puncturable pseudorandom function (PPRF), DPF,
and DCF, which are of independent interest in dealer-available scenarios.

1 Introduction

The construction of Goldreich-Goldwasser-Micali (GGM) tree [26] yields a pseu-
dorandom function (PRF) family from any length-doubling pseudorandom gen-
erator (PRG). In this construction, a PRF key serves as a root and is expanded
into a full binary tree, where each non-leaf node defines two child nodes from



Protocol Computation Communication # Rounds

COT (§ 4.1) 2x 2x —
sVOLE (§ 4.1) 2x 1~ 2x —
sVOLE (§ 4.2) 1.33x 2x —

DPF (§ 5.2) 1.33x 3x 2%

DCF (§ 5.3) 1.6x 2~ 3X 2x

Table 1: Improvements of our protocols in the random-permutation model.
Computation is measured as the number of fixed-key AES calls. In sVOLE, communi-
cation varies as per two field sizes |F| and |K|. In DCF protocol, communication varies
as per the range size |R| of comparison functions.

its PRG output. The PRF output for an input bit-string is defined as the leaf
node labeled by this bit-string. GGM tree has been adapted widely for various
cryptographic applications, especially in recent years.

A recent appealing application of GGM tree is to build efficient pseudoran-
dom correlation generators (PCGs) [8,42,10,46,12,43], e.g., correlated oblivious
transfer (COT), subfield vector oblivious linear evaluation (sVOLE), etc. In this
context, a GGM tree essentially serves as a puncturable pseudorandom function
(PPRF). PCGs serve as essential building blocks for secure multi-party com-
putation (MPC) (e.g., [33,27]), zero-knowledge proofs (e.g., [43,21,2]), private
set intersection (e.g., [23,40]), etc. Another related application of GGM tree is
to build function secret sharing (FSS). In an FSS scheme, a dealer produces
two keys, each defining an additive secret sharing of the full-domain evaluation
result of some function f without revealing the parameters of f. FSS is very
useful even for a simple f, and the dealer can be emulated using an MPC proto-
col. A distributed point function (DPF) [25] is an FSS scheme for the family of
point functions fj ;(x) that output 8 if = o and 0 otherwise. DPF has found
various applications, including RAM-based secure computation [22], two-server
PIR [25,13], private heavy hitters [6], oblivious linear evaluation (OLE) [12],
etc. One important variation of DPF is distributed comparison function (DCF),
which is an FSS scheme for the family of comparison functions f.= ( ) that out-
put 8 if x < a and 0 otherwise. DCF has been applied to demgn mixed-mode
MPC [14,7], secure machine-learning inference [30], etc.

In all applications above, the cost associated with GGM tree can often be
significant. For example, in the most recent silent OT protocol [18], distributing
GGM-tree-related correlations takes more than 70% of the computation and es-
sentially all communication. Similar bottlenecks have also been observed in DPF.
For example, in the DPF-based secure RAM computation [22], local expansion
of DPF keys takes a majority of the time as well.

1.1 Owur Contribution

We propose a suite of half-trees as tailored alternatives for several GGM-tree-
based protocols, leading to halved computation/communication/round complex-
ity (Table 1, detailed complexity is compared in the sections). Our constructions
work in the random-permutation model (RPM) [41,4], which can be efficiently
instantiated via, e.g., fixed-key AES-NI.



Correlated GGM trees for half-cost COT and sVOLE. We introduce
correlated GGM (cGGM), a tree structure leading to both improved computation
and communication in COT. It has an invariant that all same-level nodes sum up
to the same global offset. We keep this invariant by setting a left child as the hash
of its parent and the associated right child as the parent minus the left child. By
plugging this tree into the state-of-the-art COT protocols [46,18], we can prove
the security of the whole protocol in the random-permutation model by carefully
choosing the hash function. Compared to the optimized GGM tree [28], this tree
reduces the number of random-permutation calls and the communication by half.
Using cGGM tree, we can realize sVOLE for any large field and its subfield.
This protocol reduces the computation of the prior protocols [10,43] by 2x using
a field-based random permutation. However, it only halves the communication
when the subfield size is significantly smaller than the field size. Then, we modify
our cGGM tree to obtain a pseudorandom correlated GGM (pcGGM) tree, which
is similar to a cGGM tree but has pseudorandom leaves. In contrast, pcGGM tree
leads to a 2x saving in communication and a 1.33x saving in computation.

Halved communication and round complexity in distributed key gen-
eration of DPF and DCF. We introduce another binary tree structure, which
adapts our pcGGM tree into a secretly shared form. This tree leads to a new DPF
scheme with an improved distributed key generation protocol. This DPF proto-
col reduces the computation, communication, and round complexity of the prior
work roughly by 1.33%, 3%, and 2Xx, respectively. When the range of point func-
tions is a general ring, this shared tree allows simpler secure computation than
the prior works in terms of the last correction word.

We also use an extended version of this shared pcGGM tree to design a new
DCF scheme also with an improved distributed key generation protocol. The tree
expansion in our DCF is much simpler than the prior work [7], where each parent
node has to quadruple in length to produce additional correction words. In our
extended shared pcGGM tree, this expansion factor in length is two or three,
and the resulting additional correction words are more 2PC-friendly. When used
in our DCF protocol with typical parameters, this extended tree leads to about
1.6x, 2 ~ 3%, and 2x savings in terms of computation, communication, and
round complexity in contrast to the prior work.

1.2 Concurrent Work

Recently, Boyle et al. [9] propose two unpredictable punctured functions (UPFs)
that can be converted to PPRF with additional 0.5N RO calls for N-sized do-
main. Their first UPF construction needs N RO calls and is provably secure
while the second UPF construction needs N RP calls but relies on an ad-hoc
conjecture. For m-sized sVOLE tuples, the sVOLE extension protocols based
on their proposal either needs 1.5m RO calls, or needs m RP calls plus 0.5m
RO calls. They also propose an sVOLE extension protocol that is based on a
stronger variation of UPF and requires m RO calls in total.

In contrast, our protocol is secure in the random-permutation model without
any conjecture. Our COT protocol, as a special case of sVOLE protocol, only
requires m RP calls and can reduce communication by half; our two sVOLE



Communication (bits)

Py — P, P — P

Assump. Corr. Computation

ROM sVOLE m RO calls

2t(log % — 1)A

[9] 1 m RP calls tlog |F|
- S + 3tlog K
Ad-hoc” sVOLE 4 0.5m RO calls K|
coT m RP calls t(log % — DA+ A —
This  ppy oVOLE  mRPcalls (1087 ~DI08IKL 00 m gy 100 Ry
work + A t
t(log Bt —2)A
sVOLE 1.5m RP calls + 3tlog K| + A tlog |F|

! Security relies on the conjecture that the punctured result of the RPM-based UPF

is unpredictable. This UPF uses GGM-style tree expansion G(x) := Ho(x) || H1(z)

for Ho(z) := H(z) ® = and H;(z) := H(z) + = mod 2.

Table 2: Comparison with the concurrent work. “RO/ROM?” (resp., “RP/RPM”)
is for random oracle (resp., permutation) and the model. P, is the sender with a global
key, and P is the receiver. Assume weight-¢ regular LPN noises in sVOLE extension
with output length m, field F, and extension field K. Computation is measured by the
amount of symmetric-key operations, and there is also LPN-related computation in
practice. Communication is measured by assuming Py and P; have access to random
precomputed tuples: (i) [9]: tlog =t COTs (4 t sVOLEs, for general sVOLE extension),
(i) our COT extension: tlog %t COTs, (iii) our first sVOLE extension: t(log % + 1)
sVOLESs, and (iv) our second sVOLE extension: tlog %+ COTs + ¢ sVOLEs.
protocols need m or 1.5m RP calls with different levels of communication re-
duction. More importantly, we also demonstrate how the idea can be applied to
DPF/DCEF protocols as well.

In Table 2, we compare the cost of sVOLE extension in the two works. The
sVOLE extension in both works can be easily turned into the extension of ran-
dom OTs via the standard transformation [34,3,10]. If we regard one (length-
preserving) RO call as two RP calls according to the XOR-based construction
of [5], our work also beats the concurrent one in terms of concrete efficiency.

2 Preliminaries

2.1 Notation

Let A denote the computational security parameter. n = n(\) means that n € N
is polynomial in A. Let negl(-) denote an unspecified negligible function and
log(+) denote the logarithm in base 2. Let  + S denote sampling 2 uniformly
at random from a finite set S. Let [a,b) := {a,...,b—1} and [a, b] := {a,...,b}.
Let G (resp., R) denote finite group (resp., ring). We use bold lowercase letters
(e.g., a) for vectors. For i > 0, let al”) denote the i-th entry of vector a. Let
unitg(n, «, 8) € G™ denote the vector whose a-th entry is S and others are 0.
For some field F and irreducible polynomial f(X) € F[X], let K = F[X]/f(X)
denote an extension field. For some n € N, we interchangeably use Fon, F3, and
{0,1}", where @ is for bitwise-XOR. For some bit-string = € {0,1}", let Isb(x)



denote its least significant bit (LSB), hb(z) denote its high n — 1 bits, and x;
denote its i-th bit such that x; is the most significant one. We use || for bit-
string concatenation and o for function composition. Let Convertg : {0,1}* — G
denote a function that maps random strings to pseudorandom G elements (see
Appendix F.1 of the full version [29] for its implementation).

Binary trees. In an n-level tree, let Xz-j denote the j-th node on its i-level for
i € [1,n] and j € [0,2%). We can write the superscript j into i-bit decomposition,
ie, X'/ := X! When a node X] € {0,1}", we can decompose it into a seed
s! := hb(X]) € {0,1}""! and a control bit ] := Isb(X]) € {0,1} such that
X7 = (s! || t]). We usually omit the superscript j if it is the i-bit prefix of a path
a € {0,1}™ of particular interest in a given context. For completeness, let X
denote the root. For some i € [1,n] and b € {0,1}, let K denote the sum of the
2i=1 p-side (i.e., left or right) nodes on the i-th level.

Secret sharings. For some additive Abelian group G and x € G, we use (z)"
to mean that x is additively shared between two parties and call it a secret
for short. For some secret (z)? for z € G and party b € {0,1}, let (z)) € G
denote the secret share of the party b such that z = ()4 + (x)}. We abbreviate
(z)A to (z) and (x)4 to (x), if G = {0,1}". For some secret (z) for z € {0,1}"
and efficiently computable (possibly non-linear) Boolean circuit H : {0,1}" —
{0,1}*, let H({x)) denote such a linear evaluation that returns a secret (y) with
share (y), := H({(z)p) for each b € {0,1}.

2.2 Security Model and Functionalities

We use the universal composability (UC) framework [15] to prove security in
the presence of a semi-honest, static adversary. We say that a protocol II UC-
realizes an ideal functionality F if for any probabilistic polynomial-time (PPT)
adversary A, there exists a PPT adversary (simulator) S such that for any PPT
environment Z with arbitrary auxiliary input z, the output distribution of Z
in the real-world execution where the parties interact with A and execute IT
is computationally indistinguishable from the output distribution of Z in the
ideal-world execution where the parties interact with S and F.

Our protocols use the functionality FevoLe (Figure 1) of subfield vector obliv-
ious linear evaluation. If K = Fyx and F = Fa, FevoLe degenerates to the COT
functionality FeoT in [46]. If K = F, FooLg serves as the VOLE functionality in
[8,42,40]. We omit the session IDs and sub-session IDs in the functionalities for
simplicity. By convention, we can write sVOLE tuples as two-party information-
theoretic message authentication codes (IT-MACs) [38,20]. Let A, € K denote
the global key of one party P,. P, authenticates a value x € F of the other party
Py,_p by sampling a uniform one-time key Kp[z] + K and giving to P;_; the
MAC Mi_plz] := Kp[z] + = - Ay € K. If identity b € {0,1} is clear in a given
context, we write A, K[z], and M[z] for Ay, Ky[z], and M;_p[z], respectively.

2.3 Circular Correlation Robustness

Circular correlation robustness (CCR) [17,28] is the security notion first intro-
duced for the circuit garbling with Free-XOR optimization [37], where there
exists a global key A offsetting the inputs and outputs of some function H. [28]



Functionality FwoLe

Parameters: Field F and its extension field K.

Initialize: Upon receiving (init) from Py and P, sample A < K if Py is honest;
otherwise, receive A € K from the adversary. Store A and send it to Py. Ignore
all subsequent (init) commands.

Extend: This functionality allows polynomially many (extend) commands. Upon
receiving (extend, m) from Py and P;:

1. If Py is honest, sample v <— K™; otherwise, receive v € K™ from the adversary.

2. If Py is honest, sample u < F™, and compute w := v+ u-A € K'™; otherwise,
receive (u,w) € F™ x K™ from the adversary, and recompute v:=w —u-A €
K™,

3. Send v to Py and (u,w) to Py.

Global-key queries: If P is corrupted, upon receiving (guess, A’), where A’ € K,

from the adversary, send (success) to the adversary if A = A’; send (fail) to the
adversary otherwise.

Fig. 1: Functionality for subfield VOLE.

showed that a CCR function H can be constructed from a fixed-key block cipher
(e.g., AES) modeled as random permutation and a linear orthomorphism®. In
this construction, it takes one block-cipher call to invoke a CCR function.

Definition 1 (Circular Correlation Robustness, [28]). Let H : {0,1}* —
{0,1}*, x be a distribution on {0,1}*, and Ofa(z,0) :=Hz® A)@®b- A be
an oracle for v, A € {0,1}* and b € {0,1}. H is (t,q, p,€)-CCR if, for any
distinguisher D running in time at most t and making at most q queries to

ccr

Ha(s ), and any x with min-entropy at least p, it holds that

pr [DONat)(1Y) =1] -  Pr [Df("')(l)‘): 1H <e,

A+x feFatia
where D cannot query both (z,0) and (x,1) for any x € {0,1} .

In this work, D can only make CCR queries with restricted forms, which are
reminiscent of those in the Half-Gate garbling scheme [47]. We defer the formal
definition of these restricted queries to Appendix A of the full version [29].

2.4 Function Secret Sharing

A function secret sharing (FSS) is a secret sharing scheme where a dealer dis-
tributes the shares of a function f to multiple parties, and each party can use

5 A mapping 0 : G — G for an additive Abelian group G is a linear orthomorphism
if (i) o is a permutation, (ii) o(z + y) = o(z) + o(y) for any =,y € G, and (iii)
o'(z) := o(x) — z is also a permutation. [28] presents two efficient instantiations of
o (with well-defined efficient o~ !, ¢/, and o’ ~!): (i) if G is a field, o(z) := ¢ - x for
some ¢ # 0,1 € G, and (ii) if G = {0,1}", o(z) = o(zr || zr) := (L ® xR) || 2L
where zr, and zgr are the left and right halves of z.



its share to locally compute the share of f(x) for any public x in the domain of
f- In this work, we focus on two-party FSS schemes.

Definition 2 (Function Secret Sharing, [13,7]). For a family Fx ¢ of func-
tions with domain X and range G, where G is an Abelian group, a two-party FSS
scheme with key space Ko X K1 has the following syntaz:

— (ko, k1) < Gen(1*, f). On input 1* and the description f € {0,1}* of a func-
tion f € Fx g, output a key pair (ko, k1) € Ko x K.

— fo(x) « Eval(b, kp, ). On input the party identifier b € {0, 1}, the party’s key
ky € Ky, and a point x € X, output the share fp(z) € G.

A two-party FSS scheme (Gen, Eval) is secure for the function family Fx g
with leakage Leak : {0,1}* — {0, 1}* if the following properties hold.

— Correctness. For any function f € Fx ¢ with description f, and anyxz € X,

Pr [(k:o,kl) e Gen(1), f) : Yy .1y Eval(b, ko, ) = f(2)] = 1.

— Security. There exists a PPT simulator Sim such that, for any function f €
Fx, with the description f, any b € {0,1}, and any PPT adversary A,

’Pr [(ko, k1) < Gen(1*, f) : A(1), ky) = 1}

— Pr [kb — Sim(1*,b, Leak(f)) : A(1*, k) = 1” < negl(A).
By default, the leakage Leak( f ) only involves the domain and the range of
f. The following two special FSS schemes have been proposed in [13,7].

Distributed Point Functions (DPFs). A two-party distributed point function
(DPF.Gen, DPF.Eval) with domain X and range G is a two-party FSS scheme for
the function family Fx ¢ = {f3 s}acx pec Where f3 5 is a point function such
that f3 s(a) = 3, and f 5(z) =0forz £ a € X.

Distributed Comparison Functions (DCFs). A two-party distributed com-
parison function (DCF.Gen, DCF.Eval) with domain X and range G is a two-party
FSS scheme for the function family Fx ¢ = {f5 s}acx sec where f5 5 is a com-
parison function such that fiﬁ(x) =fifzr <ae X, and f;ﬂ (z) = 0 otherwise.

3 Technical Overview
3.1 Improved COT/sVOLE from Correlated GGM Trees

Since COT/sVOLE can be constructed from its “single-point” version using an
appropriate LPN assumption, we focus on single-point COT/sVOLE, where the
vector u in a COT/sVOLE tuple w = v + u - A has exactly one non-zero entry.
Correlated OT from correlated GGM. The core idea behind our single-
point COT protocol is that, instead of using a GGM tree with pseudorandom
nodes as the state-of-the-art works, our protocol uses a correlated GGM (cGGM)
tree where the sum of all same-level nodes equals a global offset A. This invariant



can be maintained by using a generalized Davies-Meyer construction with a hash
function H: every parent z has left child H(x) and right child z — H(z). cGGM
tree leads to two improvements: (i) no additional hash computation is needed for
every right child so that the computation is halved, and (ii) if the global offset
A (i.e., the difference between two first-level nodes) is set up by precomputed
random COT tuples, the single-point COT protocol sends only A bits per level,
in contrast to 2\ bits from a standard OT per level in the state-of-the-art works.

To explain our second improvement in detail, we first recall the prior con-
struction from the perspective of GGM tree. In this construction, the sender
holds an n-level GGM tree, whose 2" leaves in Fyx forms a vector v € JF%A The
receiver with a punctured point a = a; ..., € {0,1}" uses, for each i € [1,n],
a standard OT to select the XOR of all @;-side nodes on the i-th level. From
these n XORs, the receiver recovers the n off-path GGM-tree nodes just leaving
the path o and use these n nodes to recover all leaves except the a-th one, corre-
sponding to a vector w € ]FgA with the punctured entry w(®) . The sender samples
A < Ty, defines its output as (A, v), and sends ¢ := A D (®j6[072n)v(j)) € Fox
to the receiver. The receiver patches w(® := ¢ @ (@j?gaw(j)) and defines its
output as (u, w) for u = unit, (2", @, 1). The computation is dominated by the
full GGM-tree expansion while the communication is from n parallel standard
OTs, which need n precomputed COT tuples via the standard technique [34,3].

In contrast, our cGGM-tree single-point COT, where the global offset in a
cGGM tree coincides with the global key in the n precomputed COT tuples,
can directly use these tuples. For each level i € [1,n], let M[r;] = K[r;] @ r; - A
be such a tuple where the sender has (A,K[r;]) € For X Fayx and the receiver
has (r;, M[r;]) € Fg x Fox, and K? € Fyx be the XOR of all b-side nodes for
b€ {0,1}. To select K as in the prior construction, the receiver sends @; @ r;
to the sender, receives back ¢; := K? @& K[r;] @ (a;; @ ;) - A, and computes

@M =K oK e(@aer) AoMr) =K oa;,- A=K,

where the last equality holds since the cGGM tree uses A as global offset. For
each level, the sender sends A bits to the receiver, only a half of the 2\ bits in a
standard OT. When the point « is random, the message @; ® r; can be avoided
as well. The single-point COT outputs are defined as in the prior construction,
except that the receiver locally patches w(®) := EBj#aw(j).

The security against the semi-honest sender is straightforward. However, a
subtle issue arises in proving the security against the semi-honest receiver. Note
that the environment Z can observe the global key A from the honest sender’s
output and use it to distinguish the two worlds. Let {X* "%}, ) be the
cGGM-tree off-path nodes recovered by the receiver. In the real world, these

off-path nodes satisfy the consistency with A: for j € [2,n], X?l”'aj_laj equals

H (A ©Dicn -y Xialmaiflag Da;- (A © Dicpj- nglmaiflai) (D)
However, this consistency does not hold in the ideal world where {ci}ie[l,n] sent

by the simulator are sampled at random so that the n off-path nodes will be
independently uniform in the ideal world. Thus, Z can trivially distinguish the



two worlds by using the known A to check (1). Our security proof addresses this
issue by carefully constructing H from a random permutation, allowing global-
key queries in the single-point COT functionality, and programming the random
permutation and its inverse to keep the consistency. The intuition is that, to
distinguish the two worlds, Z must query the random permutation or its inverse
with A-related transcripts. Thus, the simulator can observe these queries and
extract every potential A from them. Using global-key queries, the simulator
checks whether an extracted A matches that in the single-point COT function-
ality or not. If so, it immediately programs the two permutation oracles using
this A so that they are consistent with the simulated {c;};c[1,,). Similar proof
technique in the random-oracle model have been used in TinyOT [38,32].

Subfield VOLE from correlated GGM. We further propose a cGGM-based
blueprint of single-point sVOLE for field F and its exponentially large extension
K. In this blueprint, we construct an n-level cGGM tree from a hash function
H : K — K so that all nodes are in K, and extend the spirit of our single-point
COT. The spirit is that the equality w(® = v(®) & A at the punctured point o
automatically holds by embedding A into a cGGM tree. For single-point sVOLE,
we want to likewise keep w(® = v(® 4+ 5. A for some 8 € F* and A € K at
the punctured point «. However, we cannot use 8 - A, which is unknown to the
sender, as the cGGM-tree global offset. Instead, we can define this offset as the
sender’s additive share of 5+ A so that the receiver can correct the automatically
preserved result at the point « by using its additive share of 5 - A.

In detail, the two parties use a random sVOLE tuple M[3] = K[g] + 3 - A
for the 8- A term, where the sender has (A, K[3]) € K x K and the receiver has
(8,M[B]) € F* x K. The sender uses K[J] as the global offset of its cGGM tree,
and the receiver selects, for each level i, the sum of all &;-side nodes. For the i-th
level, let K? € K be the sum of all b-side nodes for b € {0,1}, and let the two
parties have access to a special sVOLE tuple” M[r;] = K[r;] +r; - K[8], where the
sender has K[r;] € K and the receiver has (r;, M[r;]) € F3 x K. The sender sends
ci = K[rg] + K? € K to the receiver, who defines @; := r; and can compute

(1) (=Mri] + &) = (1) - (K — @, - K[B]) = K,

where the last equality holds due to the cGGM invariant. The n selected sums
allow the receiver to recover, in a top-down manner, the n off-nodes with respect
to o and the 2" cGGM leaves except the a-th one. The sender defines v € K2"
from its 2" cGGM-tree leaves, while the receiver defines w € K2" from the a-
exclusive 2" — 1 leaves and the locally patched punctured leaf w(® := M[g] —
> jta wl) = M[B] — (X j4a wl) 4 v(@)) 4 v(@) = y(@) 1 3. A If the sender
defines its output as (A,v) and the receiver defines its output as (u,w) for
u := unitp(2", o, ), the two parties share a single-point sVOLE correlation.
Our cGGM-based single-point sVOLE protocol also has the issue in proving
the security against the semi-honest receiver as the environment Z sees A from
the honest sender’s output. Z can compute the cGGM offset K[3] = M[5] — - A

" The special sSVOLE tuples for selecting n sums can be obtained from n precomputed
random sVOLE tuples by the receiver sending n - log |F| bits.



and, to distinguish the two worlds, check if the consistency (1) holds for K[5] or
not. As in our cGGM-based single-point COT, our simulator addresses this issue
by extracting every possible K[3] and the associated A = =1 - (M[3] — K[3]),
querying the single-point sVOLE functionality with A, and programming the
random permutation and its inverse if the global-key query succeeds.

Subfield VOLE from pseudorandom correlated GGM. There is another
single-point sVOLE blueprint [10,43] basing its security on the pseudorandom-
ness of GGM-tree nodes: for some path o € {0,1}", the n off-path nodes and the
a-th leaf are pseudorandom. Our cGGM tree cannot be used in this blueprint
since its same-level nodes are correlated under the global offset. However, we
observe that a cGGM tree can be modified into a pseudorandom cGGM (pcGGM)
tree with the required pseudorandomness.

In an n-level pcGGM tree, we preserve the cGGM invariant for the Fox nodes
on the first n — 1 levels, i.e., using a hash function H’ : Fox — Fyx and Davies-
Meyer construction to keep that all same-level nodes are XORed to a global
offset A € Fyx. Nevertheless, we break the last-level correlation in the pcGGM
tree: every parent x € Fox on the (i — 1)-th level has left child H'(z) and right
child H' (z & 1). In sVOLE protocols for K # Fyx, the pcGGM leaves will be
further converted by the function Convertg : Fyr — K.

Our core observation for arguing the pseudorandomness of the n + 1 pcGGM
nodes is that the inputs of the hash function H” are of CCR forms. More specif-
ically, a global A € Fyx offsets the two first-level nodes of the pcGGM tree and
induces the first n — 1 off-path nodes {X;" " ~"“"},c; ,_1) according to (1) for
H’. Meanwhile, the last off-path node X, ~*"~'*" € Fyx and the a-th pcGGM
leaf X, € Fyx come from two hash calls of the following form: for b € {0, 1},

Xt = H (A® (@iepnon X @0).

Intuitively, we can use a CCR hash function H’ to argue the pseudorandomness
of the n off-path nodes and the a-th leaf, which is sufficient for the single-point
sVOLE blueprint. The challenge in this security reduction is to show that the
CCR queries to H’ are legal (i.e., no (z,0) and (x, 1) for the same z) with over-
whelming probability. We address this challenge by resorting to the observation
that these inputs are restricted so that they are well-structured and are not
arbitrarily chosen by the corrupted receiver (the only case where we need the
pseudorandomness). Such restricted inputs are reminiscent of the “naturally de-
rived keys” [47,28] in the Half-Gate garbling scheme so that we can bound the
probability similarly. We defer the details to Appendix A of the full version [29].
Note that even if one uses Convertx to map the leaves into K, the pseudoran-
domness of these nodes still holds due to the pseudorandomness of Convertyg.
By plugging our pcGGM tree into the prior single-point sVOLE blueprint, we
obtain a more efficient protocol. The improvement owes to the cGGM invariant
in its first n — 1 levels. In terms of communication, the receiver can use n — 1
precomputed random COTs to select the XORs on these levels and recover the
first n — 1 levels of the sender’s pcGGM tree; in contrast, the prior protocols
use a standard OT per level due to the two pseudorandom XORs. For the last
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level in our protocol, the two parties also need a standard OT due to the broken
correlation of the two sums. Given the random-permutation-based CCR hash
functions in [28], our pcGGM-based single-point sVOLE protocol is secure in
the random-permutation model. In particular, this protocol can implement the
single-point sVOLE functionality without global-key queries since A € Fyx is
only used in the pcGGM tree and is not included in the sender’s output.

3.2 DPF/DCF from Shared Pseudorandom Correlated GGM Trees

DPF scheme and protocol. Using a pcGGM-like trick, we present a new DPF
scheme, followed by a more efficient distributed protocol. Recall that, in the
prior DPF scheme [13], there are two parties sharing an n-level GGM-style tree
where the n nodes on some path o € {0,1}" are pseudorandom with LSB one,
and others are zero. Then, the two-party shares of the a-th leaf mask the DPF
payload 8 € G. Our core observation is that we need the pseudorandom a-th
leaf to hide 3, but the internal pseudorandom on-path nodes are not mandatory.
Instead, the two parties can share an n-level pcGGM-style tree (say, spcGGM
tree) where (i) the root X, and the first n — 1 on-path nodes equal a global
offset A € Fox with Isb(A) = 1, (ii) the last on-path node (i.e., the a-th leaf)
is pseudorandom with LSB one, and (iii) other nodes are zero. As in the prior
scheme, the per-party share of this tree is compressed as a key including an XOR
share of the root and n + 1 public pseudorandom correction words.

We explain our construction of these correction words in detail. To keep the
invariant (i), the spcGGM tree uses a correction procedure different from the
prior one. For each level i € [1,n — 1] with a public correction word CW; € Fax,
and b € {0,1}, the b-side secret child of the (i — 1)-th on-path secret node
(X;_1) = (s;_1 |1 t;_1) is defined as follows:

(X = WX ) @b (X)) @ (ti) - CWs.

Solving this linear equation for the public CW; under the constraint (i), we have
CwW; = H/(<Xi71>0) & H,(<Xi71>1) ®a; - A

As for (i), we use a public correction word CW,, = (HCW,LCW’, LCW!) €

Forx—1 X Fy x Fy to follow the same last-level correction as the prior work. For

b € {0,1}, define a function H;(-) := H'(- ® b) and the b-side secret child of the
(n — 1)-th on-path secret node (X, ;) = (s,,_1 || t,,_1) as follows:

(Xt = Hy (X, 1) @ (£, 1) - (HCW || LCW?),

Solving this linear equation for the public CW,, under the constraint (i) and (iii),

HCW = hb(HE, ((X,,1)o) @ HE ((X,-1)1)), o
2
Vb e {0,1) : LCW® = |sb(H;,(<Xn,1>o) ® H;,(<Xn,1>1)) ® an @b,

Note that the n off-path secret nodes {(X;"* " 7**")},c( ) are zero secrets ac-
cording to the above correction procedures. As a result, the two parties hold
identical shares of these n off-path nodes and their subtrees, given that the share
of a subtree is fully determined by the share of its root (i.e., an off-path node) and
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the public correction words. This implies the constraint (iii). Finally, the (n+1)-
th public correction word is defined from the secret a-th leaf (X)) = (s, || t,,)
and the function Convertg : Foa—1 — G as follows:

W1 = ((t)o = (t,)1) - (Converts ({s,)1) — Convert ((s,)o) + ) € G,

where the DPF payload $ is masked by the XOR shares of the a-th leaf.

The DPF security primarily follows from that the first n correction words
are of CCR forms, i.e., for i € [0,n — 1], (X;)o ® (X;)1 = X, = A according to
the XOR secret sharing scheme and the invariant (i). The A-circular correlation
in CWq,...,CW,,_; is obvious for either corrupted party. In CW,,, the honest
party’s H' inputs also differ from the corrupted party’s H’' inputs by A. Intu-
itively, these n correction words use CCR responses as one-time pads, and the
underlying CCR queries are as structured as those in the original pcGGM tree.
By using a CCR H’ and upper bounding the probability of illegal CCR queries,
we can prove the pseudorandomness of the first n correction words and the high
A — 1 bits (i.e., s,,) of the a-th leaf. The pseudorandom s,, = (s,,)o ® (s,,)1 and
Convertg ensure the pseudorandom CW,,y; for either corrupted party.

Our DPF scheme enables a more efficient distributed key generation protocol
due to the construction of the first n — 1 correction words. The insight is that
the two parties, who share (o) and (3)”, can use their precomputed COT tuples
to set up a secret (A) with Isb(A) = 1 and share {(@; - A4)};¢[1,5] in two rounds,
and use the black-box evaluation technique in [22] to locally share each secret
H’((X,;_1))- This technique relies on the invariant (iii) so that, for each ¢ € [1,n],
summing the shares of the 2! nodes on the i-th level returns the share of the
i-th level on-path node. Given the two-party shares of (@; - A) and H'((X,_,)),
the secure computation of each CW; only needs one round for revealing (CW,),
leading to n — 1 rounds for the first n — 1 correction words in total. In contrast,
the prior protocol [22] uses (2) for each correction word, and the i-th level HCW
depends on @; and should be computed level-by-level. Thus, it securely computes
the first n — 1 correction words in 2(n — 1) rounds: for each level, one round is
to share (CW;) from standard OTs, and another round is to reveal this secret.

We remark that our CW,,4; construction uses (t,)o — (¢,)1 to replace the
(=1){2)1 term in the prior construction. The correctness is unaffected due to
the non-zero LSB (i.e., ¢,) of the a-th leaf. However, when G is a ring, our
CW,,+1 allows the two parties to locally share (t,,)o — (¢,,)1 on the ring via the
black-box evaluation technique [22]. Thus, the secure computation of CW,,41
uses only one secure multiplication of two locally shared ring operands.

DCF scheme and protocol. We further show that our spcGGM tree can be
extended to realize more efficient DCF scheme and its distributed protocol. Note
that comparison function fg ;(z) can be written as the sum of point function
fo _a,.p(x) and a prefix function V;, g(x), which returns a1 - 8 € G such that
Q1...Qp =1 ...2} is the longest common prefix of @ and z (for completeness,
Qpt1 := ap). We have shown how to realize the DPF scheme for point function

o —ay-p() from spcGGM tree. Then, we want to compute Vi, g(z) by reusing
the prefix information with respect to @ and x when traversing the spcGGM
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tree to evaluate the point function. Following the GGM-style DCF scheme [7],
we do this by introducing more nodes to the spcGGM tree and an additional
correction procedure to ensure that the sum of the introduced nodes along the
path z equals V, g(z). However, our extended spcGGM tree can use less nodes
and simpler correction words to compute V,, g(z).

To give more details, we first recall how [7] works. It extends a shared GGM
tree by replacing its length-doubling PRG with a length-quadrupling PRG so
that each secret parent spawns two more secret children in Fyx. For each level

€ [1,n], let (v?) and (v}) denote such two secret children of the (i — 1)-th
on-path secret parent (X, ;) = (s,_; [ t,_1), and the two parties correct their

additive shares for V, g(x) via the public correction word VCW;:

Vi 1:= Zbe{m}(—l)l*b : (Convertg(@?jl)b) - Convertg(<v?jl>b)> €G,
VCW; = (—1){-0r . ((Convertg(@?i)l) — Convertg ({vS)0))
—V,_1+ (CVZ' — ai,l) . B) e G. (Vo =0e€ G, = O)

The DCF key per party includes its DPF key for f3 _, 5(z) and {VCW,}icp1 ).
The DCF security also requires the pseudorandomness of the n VCW,’s.

In contrast, our DCF scheme shows that it is overkill to introduce two more
secret children to each secret parent for the DCF security. For each i € [1,n],
one additional secret child (v,) = (v?) = (v}) of the secret parent (X, ;) suffices,
and the pseudorandomness of VCW; relies on a random v; = (v,)0 ® (v;)1 € Far
as Convertg maps random strings to pseudorandom G elements. We can argue
the pseudorandomness of v; based on the CCR induced by X; ; = A, if we use
v, = H{X,_1)o®2) @ H({({X,_1)1 & 2). Collecting all H’ inputs for the DPF
part and v,’s, we find that these inputs are as structured as those in the original

pcGGM tree. The DCF security can follow from a similar hybrid argument.

Our DCF protocol is extended from our DPF protocol with the additional
secure computation of {VCW,}¢(1 ). Compared with the prior work, our DCF
protocol achieves better efficiency due to not only its optimized DPF part but
also the structure of each VCW,;. This structure makes the Convertg difference
term independent of @;. This independence allows the two parties to locally share
the Convertg difference via the black-box evaluation technique [22], in contrast
to the technique plus OT-based 2PC in the prior protocol. Since there is only
one more secret child for each secret parent, the local computation for sharing
this difference is halved as well. We can also replace the (—1)%-1)1 term in
the prior VCW; construction by a linear term (¢t,_;)o — (t,_;)1, which can be
locally shared via the same black-box evaluation technique if G is a ring. As
a result, except the 2PC for sharing {{«; - B>A}ie[1,n]7 the secure computation
of {VCW,};c[1,n) Tequires n secure multiplications of two shared ring elements.
These secure multiplications can run in parallel with that for CW,, ;.

In our DCF protocol, each («a; - B)” is secretly shared by carefully reusing
the two precomputed COT tuples, which were used to share (@; - A), to run a
COT-based multiplication between the XOR shared «; and the additively shared
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Functionality FesvoLe

Parameters: Field F and its extension field K.

Initialize: Upon receiving (init) from Py and P, sample A < K if Py is honest;
otherwise, receive A € K from the adversary. Store A and send it to Py. Ignore
all subsequent (init) commands.

Extend: This functionality allows polynomially many (extend) commands. Upon
receiving (extend, N) from Py and P;:

1. If Py is honest, sample v < K"; otherwise, receive v € K" from the adversary.
2. If P is honest, sample u < FY with exactly one nonzero entry, and compute
w:=v+u-AcK"; otherwise, receive (u, w) € F¥ x KV from the adversary,
where u has at most one nonzero entry, and recompute v:=w —u- A € KV,
3. Send v to Py and (u,w) to Py.

Global-key queries: If P is corrupted, upon receiving (guess, A’), where A’ € K,
from the adversary, send (success) to the adversary if A = A’; send (fail) to the
adversary otherwise.

Fig. 2: Functionality for single-point subfield VOLE.

B on the ring. This multiplication generalizes the binary case [1,28] for an XOR
shared bit and an XOR shared string by using the well-known arithmetic XOR
on the ring: {a;)o ® ()1 = () + ()1 — 2 {a)o - (@)1

4 Subfield VOLE Extension

Our sVOLE extension follows the blueprint of [10,42,46,43], which uses LPN to
locally convert ¢ single-point sSVOLE (spsVOLE) tuples output by functionality
FepsvoLe (Figure 2) into an sVOLE tuple. We focus on the efficient spsVOLE
protocol that UC-realizes FspsvoLe. Note that the spsVOLE protocol dominates
the computation and contributes all communication in sVOLE extension.

FepsvoLE is parameterized by a field F and its extension K, and covers the
single-point COT functionality FepcoT if F = Fp and K = Fyx. This functionality
is the same as that in [43], except that FspevorLe will not abort for an incorrect
global-key query. Allowing for global-key queries has been considered in [38,32]
and does not weaken the effective security. In the spsVOLE protocol based on
pseudorandom correlated GGM, such global-key queries can be removed.

In essence, our spsVOLE protocols work as the PCG protocol [11,10,12,18]
of spsVOLE correlation, although we do not divide the correlation generation
into two explicit PCG phases. In Appendix E.1 of the full version [29], we show
how to modify one of our spsVOLE protocols to define such two phases, in order
to satisfy the “silent property” that a long spsVOLE tuple can be stored as two
sublinearly short correlated seeds.

4.1 Single-point COT and sVOLE from Correlated GGM

In Figure 3, we present the two evaluation algorithms for our correlated GGM
tree, which is defined by two first-level nodes (k, A — k) € K2. For every non-leaf

14



Parameters: Tree depth n € N. Field K with |K| > 2*. Hash function H : K — K.

cGGM.FullEval(A, k): Given (A, k) € K2,

1: XY =keK X{:=A-kecK

2: for i € [2,n], j € [0,2"") do

3 XY =HX! ek X=X - XY ek
4: vi=(X2,..., X"\ e K. .

5: for i € [1,n] do KY := 3,101, X7 € K.

6: return (v, {K?}ie[l,n])

¢GGM.PuncFullEval(a, {K{" }ic1,n)): Given (o, {K{ }icpin)) € {0,1}" x K™,
1: X' =K' €K
: for i € [2,n] do
for j € [0,2i71), j#ar...ai—1 do
XY =HX! )ek, X7 .=Xx] - XY cK.

2

3

4

T Ay S I < AN ¢
i @ j€1[0,2 )iFoq...a;—1 i

6

7

DX = = Yo jra Xb EK wi= (X0, X2 T €KY
: return w

Fig. 3: Two full-evaluation algorithms for correlated GGM tree.

node z € K, its left child is defined as H(z) € K while its right child is defined
as ¢ — H(x) € K. The following claim is straightforward from an induction.

Claim (Leveled correlation). For any two first-level nodes (k, A — k) € K? and
any i € [1,n], the offset A € K equals the sum of all nodes on the i-th level of
the correlated GGM tree expanded from (k, A — k) as per cGGM.FullEval.

Corollary 1. For any o € [0,2"), any (k, A — k) € K2, and

(v, {K?}iep n)) = cGGM.FullEval(A, k), -
w := cGGM.PuncFullEval(a, { K" }ici1,n))s

where K& :=@; - A+ (—1)% - K9 fori € [1,n], we have w(®) —v(®) = —A,

Proof. Claim 4.1 and the definition of cGGM.FullEval imply that Kia" € Kin this
corollary defines the sum of all @;-side nodes on the i-th level of the correlated
GGM tree. Then, it follows from the definition of cGGM.PuncFullEval that v(/) =
w0 for any j # a € [0,2"). Using Claim 4.1 for the last level, we have w(®) —

VO = 3 g WU VA = ST V) — (@) = A

Single-point COT Figure 4 describes our single-point COT protocol Igpcot
that runs in the Fcor-hybrid model and uses the cGGM expansion in Figure 3.

The same A in correlated GGM trees. Note that Fscot produces single-
point COT tuples with the same global key A € Fyx in a number of Extend
executions. To realize FspcoT, our protocol Igcot proceeds as sketched in Sec-
tion 3.1 but uses the same A for the cGGM trees of these executions, each of
which samples a fresh k + Fyr for cGGM.FullEval(A, k). A merit of using the
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Protocol Ilscot
Parameters: Field F2 and its extension field Fyx.
Initialize: This procedure is executed only once.

1. Py and Pi send (init) to Fcort, which returns A € Fox to Py. Py outputs A.

Extend: This procedure can be executed many times. Py and P; input N = 2"
and use cGGM (c.f. Figure 3) for n and Fyx.

2. Py and Py send (extend,n) to Fcor, which returns (K[ri],...,K[rn]) € Fo5 to
Py and ((r1,...,7mn), M[r1],...,M[rn])) € F3 x FJy to P1 such that M[r;] =
Klr;] @ r; - A for i € [1,n].

3. Py samples ¢; + Fyx and sets k := K[r1] & c1,

(v, {K}icpi,n)) := cGGM.FullEval(A, k),

and ¢; := K[r;] ® K? forie [2,n]. Py sends (c1,... ,Cn) to Pr.
4. Pisetsa=a1...an :=T1...T, € [0,N), K; := M[r;] ® ¢; for ¢ € [1,n], and

u := unitr, (N, ,1), w :=cGGM.PuncFullEval(a, {K{" }ici1,n))-

5. Pp outputs v and P; outputs (u,w).

Fig. 4: cGGM-based single-point COT protocol in the Fcor-hybrid model.

same A in several tree instances is that Ils,coT only invokes one Fcot instance,
and the amortized cost per precomputed COT tuple can be small.

Security. We prove Theorem 1 by following the sketched intuition in Section 3.1
and defer the proof to Appendix B.1 of the full version [29]. Our proof consid-
ers polynomially many concurrent Extend executions (strictly speaking, sub-
sessions with unique sub-session IDs) that uses the one-time initialized A.

Theorem 1. Given random permutation m : Fox — Fox, efficiently computable
linear orthomorphism o : Fox — Fox with efficiently computable o=, o' (x) =
o(x) ® x, and o'~t (Footnote 6), and hash function H(z) = w(o(z)) ® o(x),
protocol Isocot (Figure 4) UC-realizes functionality Fspcot (Figure 2) against
any semi-honest adversary in the Fcot-hybrid model and the RPM.

Communication optimization. For ¢ concurrent Extend executions (e.g., in
COT extension), the random ¢1’s in these executions can be compressed via a
PRF F : Fox x{0,1}* — Fya. Concretely, Py samples a PRF key kpf <— For after
receiving its COT outputs in all executions and sends this key to P;. For each
execution with sub-session ID ssid, the two parties locally defines the element
¢1 := F(kus,ssid). This PRF key is only used for the ¢ concurrent executions.
The security of this optimization follows from the PRF security and the fact
that, in the concurrent executions, the COT messages chosen by the corrupted
receiver cannot depend on the PRF key to be sampled by the honest sender.

Complexity analysis. Consider the complexity per execution when the PRF-
based optimization is used in ¢ concurrent Extend executions. I1spcoT needs n
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precomputed COT tuples. Py sends (n — 1) - A + % bits, and P; sends nothing.
The computation per party comes from the tree expansion with N RP calls.

In the Fcor-hybrid model, the prior single-point COT protocol [46] consumes
n precomputed COT tuples. However, Py sends 2n - A bits. Each party performs
about N length-doubling PRG calls, which in turn result in 2N RP calls. We
can see that our protocol halves both the computation and communication in
the prior work. When looking at the whole protocol, the improvement is still
huge. For example, the micro benchmark in Silver [18] reported that 70% of the
time is spent on GGM-tree-related computation, and thus our protocol will lead
to at least 50% of end-to-end computational improvement in COT.

Single-point sVOLE We can also realize single-point sVOLE from our cGGM
tree by using the high-level idea sketched in Section 3.1. This protocol extends
Iycot by using a cGGM tree whose nodes are in a general exponentially large
extension field K. The tree expansion therein uses a hash function constructed
from a random permutation and a linear orthomorphism over K. We defer the
detailed protocol and its security proof to Appendix B.2 of the full version [29].

4.2 Single-point sVOLE from Pseudorandom Correlated GGM

We can adapt our correlated GGM tree for a pseudorandom correlated one with
the property that the leaf node at some punctured position « is pseudorandom.
This pseudorandom correlated GGM tree pcGGM is defined in Figure 5, where
the first n — 1 levels preserve the correlation in Claim 4.1 but all last-level nodes
are processed by Hg to break this correlation. The keyed hash function Hg uses
some key S € Fyn, which can be sampled by the receiver in single-point sVOLE
and, for simplicity, is assumed to have been sent to the sender before protocol
execution. The implementation of Hg is given in Theorem 2. In fact, this pcGGM
tree yields PPRF, which is proved in Appendix C of the full version [29].

The pseudorandomness only at the cost of the last-level correlation allows us
to follow the single-point sVOLE blueprint in [10,43] but also take advantage of
the correlation in the first n — 1 levels. The protocol is presented in Figure 6. In
this protocol, the sender Py only sends A bits to the receiver P; for each of the
first n — 1 levels, given a precomputed COT tuple. For the last level, the two
parties use a COT tuple and the standard technique [34,3] to emulate the string
OT as in the prior protocols. To amortize the cost per precomputed COT tuple,
the pcGGM trees in many Extend executions also use the same A set by FcoT.

Security. The security against the semi-honest Py resorts to the one-time pad s
from FevoLe. Meanwhile, the security against the semi-honest P relies on that (i)
the pcGGM tree with a CCR structure has n pseudorandom off-path nodes and
the punctured leaf, giving pseudorandom c¢y,...,¢c,—1 and (¢i», ), and (ii) the
mask of the unselected message ¢} in the emulated last-level OT is computed
by applying Convertg to a CCR response, which is for a legal CCR query with
overwhelming probability due to the uniform p. The proof of Theorem 2 can be
found in Appendix B.3 of the full version [29], where we consider polynomially
many concurrent Extend executions, which use the one-time initialized A.
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Parameters: Tree depth n € N. Field K. Keyed hash function Hg : Fox — Fya.
Function Convertg : Fyx — K.
pcGGM.FullEval(A, k): Given (A, k) € F2,,
1: X{ =k eFy, Xi =A@k €.
2: forie[2,n—1], j€[0,27") do ‘ .
30 XY i=Hg(X] ) €Fon, X7 = X]  © XY €F,s.
4: for j € (0,271, b e {0,1} do X2*° .= Convertx(Hs(X?_, ®b)) € K.
5: vi= (X27...,X,21n71)€K2n. _
6: for i € [1,n — 1] do K} 1= ®;c(00-1y X’ € Fyn.
T (K Kn) = (S ci0an1) Xl X jcjoan-1y Xl ) € K2,
8: return (v, {K?}ie[l’n,l], (K2, K))
pcGGM.PuncFullEval(a, { K" }ic1,n),7): Given (o, {K{}i,v) € {0,1}" x K™ x K,
10 X0 = KT € Fya.
2: fori € [2,n—1] do
3 for j € [0,2“1), J #a;. ..a;—1 do , ‘
4 XY = Hg(X] ) €For, X7 = XJ | @ X7 € Fys.
5 X?I.”ai_lai = KzaL & (@jE[O,Qi*l)wj?éoq,..ozi71Xi2]+ai) € Fou.
6: for j €[0,2"7"), j #a1...an-1, b€ {0,1} do
7 XZ* .= Convertg(Hs(X?_, @b)) € K.
. Ql...0pn_1Qn Tn 2j+an
8 Xn' Y= KO — Zj.E[O,Z"’l),j;éa1<.<an_1 X7 e K.
9 Xp =7 = Yicnan) jra Xn €K wi= (Xp,..., X0 T e K*.
10: return w

Fig.5: Two full-evaluation algorithms for pseudorandom correlated GGM tree.

Theorem 2. Given CCR function H : Fox — Fax, function Convertg : Fox —
K, and keyed hash function Hg(z) := H(S @ x) with some key S < Fyx, protocol
HspevorLe—pecem (Figure 6) UC-realizes functionality Fspsvore (Figure 2) with-
out global-key queries against any semi-honest adversary in the (FcoT, FsVOLE)-
hybrid model.

Communication optimization. I/spsvoLe—pcgem can be optimized as follows:

— The two random (ci, 1) to be sent by the sender in ITspevoLE—pecgom can be
compressed via the PRF technique for IlspcoT. In ¢ concurrent Extend exe-
cutions, all such random messages can also be compressed in batch.

— The optimization for a large field F in I1spsvoLE—ccom also applies.

— If F = F9, IlspevoLE—pccom degenerates to single-point COT and can do away
with FovoLe so that the receiver need not send a difference d € F. Instead,
the sender locally samples I' € K and masks this value with the sum of all
last-level nodes in a pcGGM tree. This optimization has been used in [10].

Complexity analysis. Consider the complexity per execution when the PRF-
based optimization is used in ¢ concurrent Extend executions. ITspsvOLE—pcGGM
uses n precomputed COT tuples and one precomputed sVOLE tuple. Py sends
(n—2)-A+3-log|K| + 2 bits, and P; sends log |F| bits. The computation is
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Protocol IlsvoLE—pccam

Parameters: Field F and its extension field K.

Initialize: This procedure is executed only once.

1. Py and Pi send (init) to Fcort, which returns A € Fox to Po.
2. Py and P; send (init) to FsvoLe, which returns I € K to Py. Py outputs I

Extend: This procedure can be executed many times. Py and P; input N = 2"
and use pcGGM (c.f. Figure 5) for n, K, keyed hash function Hg : Fyx — Fya, and
function Convertg : Fyrn — K.

3. Py and Py send (extend,n) to Fcot, which returns (K[r],...,K[r,]) € Fi\ to
Py and ((r1,...,72), (M[r1],...,M[rn])) € F3 x F}\ to Pi such that M[r;] =
Klri]@®r; - A for i € [1,n].

4. Py and P; send (extend,1) to Fsore, which returns K[s] € K to Py and
(s,M[s]) € F x K to P, such that M[s] = K][s] +s- I

5. P samples 3 + F*, sets M[8] := M[s], and sends d := s — 3 € F to F.

Py sets K[B] := K[s] + d - I" such that M[8] = K[B]+ 8- I

6. Py samples (c1, 1) Fg,\ and sets k := K[r1] & c1,

(v, {KYicpn-1, (Ky, K,\)) := pcGGM.FullEval(A, k),

ci :=K[r;] @ K? for i € [2,n — 1], ¢% := Convertg(Hs (1 @ K[rn] ® b- A)) + K&,
for b € {0,1}, and ¢ := K + K, — K[A].
Py sends (ci1,...,cCn_1, it,co, ch, %) to Py.

7. Prsetsa=ai...an :=T1...Ty, € [0,N), K?‘ = Mir;] ®c¢; fori € [1,n—1],
K& := cin — Convertg (Hs (1 & M[r,])), and

u = unitg(N,, B), w = pcGGM.PuncFullEval(a, {K" }ici1,n), ¥ + M[A]).

8. Py outputs v and P; outputs (u,w).

Fig. 6: pcGGM-based single-point sVOLE protocol in the (FcoT, FevoLe)-hybrid
model.

dominated by the tree expansion with 1.5/N RP calls for each party. Compared
with the prior works [10,43], our protocol roughly halve the communication, and
the reduction in computation is 25%. This computation cost includes no PRG
call in Convertg, which can be implemented from cheap modulo operations for
the field size |K| considered in many sVOLE applications, e.g., [43,45,40,44].

5 DPF and DCF Correlation Generation

We model DPF/DCF correlation generation in functionality Frss (Figure 7),
which includes distributed key generation and local full-domain evaluation. By
putting both procedures in the same functionality, we are able to model FSS as
an ideal functionality and avoid caveats in the proof. Frss focuses on N = 2"
for n € N, and we can define a similar functionality for a general N € N. Using
padding, our protocols for Fgss also works in this general case.
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Functionality Frss

Parameters: Ring R. FSS € {DPF, DCF} with domain [0, N), where domain size
N = 2" for n € N, and range R.

Gen: This functionality allows polynomially many (gen) commands. Upon receiv-
ing (gen, (a)s, (B)5) from Py for each b € {0, 1}, where ((a)s, (8)5) € [0, N) x R:

1. Set a:= (a)o @ (@)1 € [0, N), B:=(8)5 + (B)? € R, and r € RY such that
— If FSS = DPF, v =0 for j € [0, N), j # c, and r(® = 3.

— If FSS = DCF, r'%) =0 for j € [0, N), j > @, and r¥) = 3 otherwise.

2. If both parties are honest, sample (r)g, (r)} + R" such that (r)§ + (r)} = r;
otherwise (i.e., P, is corrupted), receive (r)s € R™ from the adversary and
recompute (r)}_, :==r — (r)y € RY.

3. Send (r)ﬁ to Py and (r)f‘ to P;.

Fig. 7: Functionality for DPF/DCF correlation generation.

One can view Fgss as an alternative to the FSS key generation functionality
that outputs each FSS key in the key pair to the designated party, who locally
uses its key to evaluate its shares of the evaluation results at several points. We
note that the full-domain evaluation included in Fgrss does not complicate its
implementation in contrast to the known protocols [22,7] of the FSS key gener-
ation functionality. The reason is that, using the black-box evaluation technique
[22], these protocols also perform full-domain evaluation. If F'SS correlations are
generated for immediate use without long-term storage (e.g., [22]), Frss can be
a drop-in replacement of the F'SS key generation functionality. However, we also
show in Appendix E.2 of the full version [29] that our protocols for Fgss can be
adapted to realize this key generation functionality.

5.1 DPF and DCF Schemes

Note that DPF/DCF scheme may be used in not only distributed settings (e.g.,
[22]) but also the scenarios where a trusted dealer is available (e.g., two-server
PIR [25,13]). It would be better for us to present the two schemes alone.

We present in Figure 8 (resp., Figure 9) our DPF (resp., DCF) scheme, which
is implicitly constructed from a shared pseudorandom correlated GGM tree. For
simplicity of exposition, we slightly abuse the function Convertg : {0,1}* — G so
that it can map random strings of either A or A — 1 bits to pseudorandom group
elements in G. Our DCF scheme makes non-black-box use of our DPF scheme.

Note that our DPF and DCF schemes use a keyed hash function Hg. When
there is a trusted dealer, the key S can be uniformly sampled by the dealer. In
our DPF and DCF protocols in the upcoming sections, it can be jointly sampled
by two parties using one-time public coin-tossing. This hash key can be reused
across polynomially many FSS key pairs.

Complexity analysis. Consider the group G (e.g., in [25,13,22,14,7]) with the
PRG-free implementation of Convertg (c.f. Appendix F.1 of the full version [29]).

Our DPF scheme has a full-domain evaluation that takes 1.5N RP calls,

in contrast to the 2N RP calls in the state-of-the-art construction of [13]. Its
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Parameters: Domain size N = 2" for n € N. Group G. Keyed hash function
Hg : Fox — Fyx. Function Convertg : {0,1}" — G.

DPF.Gen(1%, (o, 8,m, G)):

1: Parsea=aq...a, € {0,1}" and 8 € G.

2: Sample A + {0,1}* such that Isb(A) = 1.

3: Sample (sq || to)o, (so || to)1 < {0,1}* such that (so || to)o @ (50 || to)1 = A.
4: fori € [1,n —1] do

5: CW,; := Hs({si_1 || ti—1)0) ® Hs({si_1 || ti—1)1) B a; - A

6: (sillti)o :==Hs((si—1 [|ti—1)0) ® i - (si—1 | ti—1)0 & (ti—1)o - CW;

7 (sillti)r :=Hs((si—1 [ ti—1)1) ® i+ (i1 | ti—1)1 & (ti—1)1 - CW;

8: (high? || low”)o := Hs({sy,_1 || tn_1)0 @ o) for o € {0,1}

9: (high? [[low?)1 := Hs((s—1 | tn—1)1 ® 0) for o € {0,1}
10: HCW := (high®)o @ (high®" ),
11: LCWO := (low®)o @ (low®)1 @ @n, LCW! := (low')o @ (low'); @ a
12: CW,, := (HCW || LCW® || LCW?)
13: (s, [ tn)o := (high® || low®”)o @ (¢, _1)0 - (HCW || LCW")
14: (s, [ tn)1 == (high® |[low®™)1 @ (¢, 1)1 - (HCW || LCW<")
15: CWy41 := ({tn)o — (tn)1) - (Convertg((s,)1) — Convertg ({s,
16: kp := ((So H t0>b, {CWi}i€[17n+1]) for b € {0, 1}
17: return (ko, k1)

)o) + B)

DPF.Eval(b, ks, x):
1: Parse ky = ((s | t0)5, {CWi}ic1,n+1)); CWrn = (HCW | LCW? |LCW"'), and
r=2x1...2, € {0,1}".
: forie[l,n—1] do
<Sflz’ H tl‘I1<.4zi>b = HS(<52i1 z;l ||£Zi1 z;l)b; i N
@i (s, TG T e @ (61T e - QW
(high [ low)y := Hs({s, 7" " [[£,57"" " )e @ an)
(sn |[£7)e := (high || low)s & (2" ") - (HCW || LCW™)
return y;, := (—1)° - (Convertg ((s2)y) + (#2)p - CWipt1)

w N

Fig.8: Our DPF scheme with domain [0, N) and range G.

key generation algorithm uses about 2n + 2 RP calls while this figure is about
4n in the prior work. In our scheme, the key size is n - A + (A + 1) + log |G|
bits, and the evaluation algorithm takes about n RP calls, both remaining the
same complexity as those in the prior work. In our DCF scheme, the full-domain
evaluation requires 2.5N RP calls, in contrast to 4N RP calls in the state-of-the-
art construction [7]. Its key generation needs about 4n + 2 RP calls, in contrast
to 8n RP calls in the prior work. The key size is n- A+ (A+1)+ (n+1) - log |G|
bits, and the evaluation requires about 2n RP calls, without any improvement.
Security. We prove the following theorems in Appendix D.2 and Appendix D.3
of the full version [29]. These theorems turn to the intuition that CWy, ..., CW,
are masked by pseudorandom CCR outputs (as the root and the first n — 1 on-
path shared nodes are A), and CW,,41,VCWy,...,VCW,, are masked by some
pseudorandom Convertg terms taking (pseudo)random CCR outputs as input.
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Parameters: Domain size N = 2" for n € N. Group G. Keyed hash function
Hg : Fox — Fyx. Function Convertg : {0,1}" — G.

DCF.Gen(1*, (a, 8,1, G)):

1: Parsea=ai...a, € {0,1}" and 8 € G. Let ap := 0.
2: Run (kj, k) < DPF.Gen(1*, (a, —vn, - 8,1, G)) and store its internal variables.
3: for i € [1,n] do
4: (vi)o :==Hs((si—1 || ti—1)0 ©2)
5: (vi)1 :==Hs((si1 [[ti-1)1 ©2)
6: VEW; = ((ti—1)o — (ti—1)1)
- (Convertg ({v;)1) — Convertg ((v;)0) + (s — ai—1) - B)
7 ky = (ké, {VCWi}ie[l,n]) for b € {0, 1}

®

return (ko, k1)

DCF.Eval(b, ks, x):

: Parse ky = (kj, {VCW,}ic(1,n]). Let V¥ :==0 € G.

: Run y; := DPF.Eval(b, k;,, *) and store its internal variables.
: for i € [1,n] do

(07 = M2 271, @2)

Vi =Vt (=1)" - (Converte (v 1 )e) 4 (8727771 )y - VEW;)
return y, := y;, + V"

Fig.9: Our DCF scheme with domain [0, N) and range G.

Theorem 3. Given CCR function H : Fox — Fox, function Convertg : Fox-1 —
G, and keyed hash function Hg(x) := H(S @ ) with some key S < Fox, Figure 8
gives a DPF scheme with domain [0, N) and range G.

Theorem 4. Given CCR function H : Fox — Fox, function Convertg : Foe — G
with £ € {\ — 1, A}, and keyed hash function Hg(z) := H(S @ x) with some key
S < Fyx, Figure 9 gives a DCF scheme with domain [0, N) and range G.

5.2 DPF Correlation Generation

We define a leveled evaluation algorithm DPF.NextLevel such that, on input a
level index @ € [1,n], all nodes on the (¢ — 1)-th level of the share of a shared
pseudorandom correlated GGM tree, and the public correction word CW; for the
i-th level, outputs all nodes one the i-th level.

In Figure 10, we present our DPF correlation generation protocol IIppg. This
protocol operates in the (FcoT, Frand, FoLE )-hybrid model. Frang is the standard
coin-tossing functionality that outputs a uniform string to both parties. FoLg
is the functionality for oblivious linear evaluation (OLE) on ring R, where P,
(resp., Py ) is given random (xo,z0) € RN xRY (resp., (x1,21) € RN xRY) such
that zg + z; equals the component-wise multiplication xg ® x;. We refer readers
to Appendix F.2 and Appendix F.3 of the full version [29] for the definitions and
instantiations of Frang and Forg. If B is a bit-string, IIppr never uses FoLg-

IIppr requires Frang for the following reason. Note that IIppr uses the same
global offset A as the roots of polynomially many shared trees, each of which
defines a fresh DPF correlation. So, the two shares of this identical root should
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Protocol ITppr

Parameters: Domain size N = 2" for n € N. Ring R. Keyed hash function
Hs : Fya — Foyx. Function Convertr : {0,1}* — R. Let H := hbo Hs.

DPF Gen: This procedure can be executed many times. For each b € {0,1}, P,
inputs ({(a)s, (8)5) € [0, N) x R and proceeds as follows:

1. The two parties run sub-protocol ITprep (Figure 11), which, for each b € {0,1},
returns (A), and {(Kp[(ci)1-s], Ms[{@i)s]) }icpr,n) to Py such that Isb({A)o ®
<A>1) =1, and Mb[<ai>b} = K175[<ai>b] D <O¢i>b . <A>1fb for 1 € [1,71].

2. The two parties send (sample, \) t0 Frand, which returns W € {0,1}* to them.

3. P, computes (s || )y := (A), @ W. For i € [1,n — 1], P, sends to P1_y

(CWi)p i= (Bjep0,2i-1)Hs ({51 [1£]_1)))
& (i), - (A)s & Kp[(ai)1-b] & Mp[{w )],
receives (CW;)1_p from Pi_p, and computes CW; := (CW,), ® (CW;)1_p and
{<SZ I tz>b},je[o,271) := DPF.NextLevel(s, {<5571 l tzf1>b}je[o,2i—1)a CW;).
4. P, samples up + {0,1}*, computes
(Xhigh? || Xlow? ), := &, cio.00- 1 Hs (5 | #)_1)s @) for o € {0,1},
dy == H' (s & K [(an)1-6]) & H (116 @ Ky [(an)1-] @ (A)) & (Xhigh” & Xhigh'),,

sends (up, dp) to Pi_p, and receives (pu1—p,d1—p) from Pi_p. Then, P, computes

(HCW),, := (Xhigh“™)0), @& H' (15 & Ko [(an)1-s))

@ H (u1—p ® Mp[{an)s]) ® {an)b - di—s,

(LCW®), == (Xlow®), @ (an)s & b, (LCW!Y, == (Xlow" )y @ (an)s,
sends (CW,,)p := ((HCW); || (LCWO), || (LCW!),) to Py, receives (CWp)1—sp
from P;_;, and computes CW,, := (CWy,), & (CWy)1-p and

{(sh 1 t3)b}je(0.n) := DPF.NextLevel(n, {(s?__; |t} _1)o};c0,2n—1y, CWn).
5. (Binary field R = F,, without FoLe) _
Py computes (CW,, 1) := (2jep0,n) Convertr ((s7,)6)) + (B)5-
(General ring R, using Fore)

The two parties run sub-protocol IImyir (Figure 12), which, for each b € {0,1},
takes as input

<A>/I§ = (_1)b ) Zje[O,N) <tZL>b €R,
(B)y = (1) 7" 32 o) Convertr ((sh)s) + (8)h € R,

and returns (CWnH)ﬁ to Py.
In either case, P, sends <CWn+1)§ to Pi_p, Teceives (CW,LH)/f_b from Pi_y,
and computes CWn+1 = <CWn+1>£ —+ <CWn+1>/1A7b.

6. P, computes ky := ((A), ® W, {CW,};c(1,n+1)) and (r'))} := DPF.Eval(b, ks, j)
for j € [0, N), and outputs (r)y € R".

Fig. 10: DPF correlation generation in the (FcoT, Frand; FoLE)-hybrid model.
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Protocol Ilprep

Initialize: This procedure is executed only once for each b € {0,1}. The two
parties send (init) to Féor with identifier b, which returns A, € {0,1}* to P.
P, sends Isb(A}) to Pi_p, receives Isb(A}_,) from Pi_;, and sets (A), := A}, @
(01| (Isb(A}_,) @ b)) such that Isb({A)o & (A)1) = 1.

For each b € {0,1}: P, inputs {a), € {0,1}" and proceeds as follows.

1-1. The two parties send (extend,n) to fé’OT with identifier b, which returns
ky € FJy to Py and (ri—s,mi_p) € Fy X F)5 to Pi_p such that m;_, =
ky ®ri_p - Ay,

1-2. P, sets gp := (a)p @ rp, sends g, to Pi_p, and receives gi—p from Pi_;. For
i € [1,n], Py sets

Kol(i)i-s] == ki @ gi?, - (A),
My[(ai)s] == mi” @i - (02 || (Isb(4}) @ (1 b))).

1-3. P, outputs (A), and {(Ks[{ai)1-s], Mp[{ai)s]) Fie[1,n)-

Fig. 11: Preprocessing sub-protocol for DPF/DCF correlation generation.

Protocol Ilyuir
For each b € {0,1}: Py inputs ((A)}, (B)}) € R? and proceeds as follows.
1. The two parties send (extend,2) to FoLe, which, for each b € {0,1}, returns
(xp,2p) € R? x R? to P, such that zo + z1 = xo0 - X1.
2. P, computes (1,G) = ((A)g, (B)S) + (x¢”, %} "), sends (1, ) to P,
and receives (y1—p,C1—p) from Pi_p.
3. Py outputs (A - B) := (A)s - (B)y + (A% - &1y — xlglfb) “Yi-b + zgo) + zl()l).

Fig. 12: OLE-based multiplication sub-protocol.

be “re-randomized” to avoid the identical per-party shares of the defined corre-
lations. The two parties do this re-randomization by calling Frang for a public
randomness W and XORing this value to their shares of A, respectively.

In Ilppg, the key S of the keyed hash function Hg can be produced by one
FRrand invocation before protocol execution, and we omit this setup for simplicity.

Security. We prove Theorem 5 in Appendix D.4 of the full version [29]. This
proof will consider polynomially many concurrent Gen executions that uses the
one-time initialized A. Intuitively, the security primarily follows from the COT-
based secure computation of correction words, where the COT tuples are related
to the global offset A so that the transcripts are masked by CCR responses. In
particular, the intermediate transcript d; is masked by a CCR response coming
from a legal CCR query with overwhelming probability due to the uniform y.

Theorem 5. Given CCR function H : Fox — Fox, function Convertg : For—1 —
R, and keyed hash function Hg(z) := H(S @ ) with some key S < Fax, protocol
Ippe (Figure 10) UC-realizes functionality Fppe (Figure 7) against any semi-

24



n =20 n =22 n =24 n = 26 n =28

R_T LAN 50 120 397 1501 5920
2T WAN 2752 3020 3492 4786 9355
R_T LAN 29 30 34 52 120
-2 WAN 2930 3132 3337 3554 3823

Table 3: The efficiency of distributed correlation generation for our DPF
scheme. All numbers are in milliseconds (ms).

honest adversary in the (FcoT, Frand, FOLE)-hybrid model. If R = Foe for £ € N,
protocol Ilppr never invokes FoLg.

Communication optimization. IIppr has the following two optimizations:

— For t concurrent Gen executions (e.g., in its applications to RAM-based com-
putation [22], FSS-based MPC [7], and OLE extension [12], etc), each P, can
compress all 13’s in these executions via a PRF F : Fox x {0,1}* — Fox with
a fresh key kpp <— For sampled after receiving its COT outputs (from both
Feor and ]-'éa? ) in all executions. For each execution with sub-session ID
ssid, the two parties define yp, 1= F'(kpe,p, ssid).

— All invocations of Frang can be compressed via another independent PRF key
sampled after the one-time initialization of Flor and ]-'é(# so that the root
of each P,’s tree is (pseudo)random.

— Another method to save the communication for random pu;’s is to replace Hg
by a hash function that meets “CCR for naturally derived keys” [47,28], which
can also be implemented in one RP call. Note that u; is introduced to pre-
vent the replay attack, which results from the manipulation of COT outputs,
against the hashing mask in d;. The alternative hash function addresses this
attack by adding non-repeating tweaks.

Complexity analysis (binary field). Consider the complexity per execution
when the first PRF-based optimization is used in ¢ concurrent Gen executions.
The cost is symmetric. IIppr uses n COT tuples per party and one Frang call.
Each party sends (n+ 1) + (n+1) - A+ 2 + log [R| bits. The computation per
party is dominated by the tree expansion in n DPF.NextLevel calls, or 1.5.N RP
calls. ITppg runs in n + 3 rounds (without counting the one-time setup).

In contrast, the binary-field protocol [22] can be implemented from GMW-
style 2PC and n string OTs each with (A — 1)-bit payloads. One can cast these
string OTs into n precomputed COT tuples according to [34,3]. Using these
tuples, each party sends n+n - (3\ — 1) + log | R| bits, and the computation per
party is dominated by the 2N RP calls in GGM tree expansion. This protocol
can proceed in 2n + 2 rounds: one for sending n masked choice bits, two for
sharing and revealing each of the first n correction words, and one for revealing
the (n+1)-th correction word. Our savings in computation, communication, and
round complexity are about 25%, 66.6%, and 50%, respectively.

We implement IIprep and Ilppf in C++, and perform benchmarks on a pair of
Amazon EC2 R5.xlarge instances. We take binary fields R = Fa12r and R = Ty
under computational security parameter A ~ 128. The reported time include
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both distributed key generation and full-domain evaluation. We set 1Gbps band-
width with no latency as our LAN setting, and 20Mbps bandwidth with 100ms
latency as our WAN setting. The results are shown in Table 3. We can see that
our protocol is practically efficient, especially for two-server PIR. Although all
numbers are reported based on one thread, performing one correlation generation
for 228 127-bit values takes about 6 seconds, which is about 30% to 40% faster
than the performance from a prior implementation in the same threads [22].

Complexity analysis (general ring). The two parties additionally need two
precomputed OLE tuples for the secure multiplication. Overall, each party sends
(n+1)+ (n+1)-A+ 2 +3-log|R| bits, and the protocol runs in n + 4 rounds.

In contrast, the binary-field protocol [22] can be adapted for the general-ring
CW,,+1 in the DPF scheme [13]. Securely computing this CW,, 1 consumes two
OLE tuples and needs the level-by-level 2PC, which leads to two additional bits
in each OT payload per level, to share the last-level control bit (¢,,)1. Each party
sends at most n 4+ n - (3\ 4+ 3) 4+ 3 - log | R| bits, and the protocol runs in 2n + 3
rounds. The improvement is the same as the binary-field case.

5.3 DCF Correlation Generation

Our DCF protocol IIpcr in Figure 13 extends IIppr by also computing n value
correction words and defining the evaluation result as per our DCF scheme. If
B is a bit-string, the two parties can compute n value correction words without
using precomputed OLE tuples. Otherwise, for a general ring element [, these
correction words are obtained from OLE-based secure multiplication.

Security. We prove Theorem 6 in Appendix D.5 of the full version [29], where
polynomially many concurrent Gen executions are considered. The security is
also based on the COT- and OLE-based secure computation of the n additional
correction words of our DCF scheme. Note that the intermediate y;’s are pseu-
dorandom due the masking CCR, responses, which are for the legal CCR, queries
with overwhelming probability in the presence of uniform :EZ’S.

Theorem 6. Given CCR function H : Fox — o, function Convertg : Foe — R
for € € {\ = 1,)}, and keyed hash function Hs(z) := H(S @ z) with some key
S« Fox, protocol Ilpce (Figure 13) UC-realizes functionality Fpce (Figure 7)
against any semi-honest adversary in the (FcoT, Frand, FOLE)-hybrid model. If
R =TFye for £ € N, protocol IIpcg never invokes FoLg-

Communication optimization. The optimizations in Section 5.2 also applies
to the DCF protocol IIpcr. Moreover, the random elements {%}ie[l,n] in Ilpcr
can also be compressed using the same technique for the random uy’s.

Complexity analysis (binary field). Consider the complexity per execution
when the first PRF-based optimization is used in ¢ concurrent Gen executions.
The cost is symmetric. IIpcg consumes n COT tuples per party and one Frang
call. Each party sends (n + 1)+ (n + 1) - A + % + (2n + 1) - log |R| bits, and
the computation per party comes from the 2.5N RP calls in the tree expansion.
ITpcr has round complexity n + 3, the same as IIppf in the binary-field case.
In contrast, the state-of-the-art protocol of [7] requires n string OTs to run
GMW-style 2PC. The string OTs consume n precomputed COT tuples and
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Protocol Ilpce

Parameters: Domain size N = 2" for n € N. Ring R. Keyed hash function
Hs : Fox — Foa. Function Convertg : {0,1}* — R. Let H* := Convertr o Hgs.

DCF Gen: This procedure can be executed many times. For each b € {0,1}, P,
inputs ((a)s, (8)3) € [0, N) x R and proceeds as in IIppr (Figure 8), with the same
Step 1, 2 and the following modifications to the subsequent steps:

3. Along with (CW,), for i € [1,n — 1], P, samples x} < {0,1}*, computes

yb = H" (23 ® Ko[{@i)1-3]) = H" (2 ® Ko[(i)1-5] ® (A)s) + (B)5 — 2 (i)s - (B)5,
sends (2},i) to Py_y, receive (xi_,,4i_,) from P;_;, and computes

(@i )5 == (ai)o - (B)5 — H (a1, ® Ky[{ai)1-s]) + H* (15 © My [(cwi)s]) + (@i)o - 41

4. Along with (CW,)s, Py repeats Step 3 for i = n and computes (o, B,

5. Fori € [I,n] and j € [0,2°"1), Py computes (v])y := Hs({(s?_, || t]_,)» ®2) and
(oo - B)5 := 0. P, computes (CW,,+1)3 by using (o, - 8)5 instead of ()4, and:
(Binary field R = Fy¢, without FoLe) For i € [1,7n] in parallel:

P, computes (VCW, )5 := (3= cqo,2i-1y Convertr ((v])e)) + (o - B — (a1 - B)p.
(General ring R, using Fo.e) For i € [1,n] in parallel:
The two parties run sub-protocol IImycr (Figure 12), which, for each b € {0,1},
takes as input

(A))p = (1) Zje[ozifl)(tg,l)b ER,

<Bz>ﬁ = (_1)1_b ’ Zje[o’gi—l) ConvertR(<vg>b) + (o B>bA — (i1 6>/Z§ €R,
and returns (VCW¢>£ to Py.
In either case, along with (CW,1)s, Py sends (VCW;)% to Pj_y, receives
(VCW,)1_, from Pi_p, and computes VCW,; := (VCW,)1 + (VCW,)7_,.

6. Py, computes ky := ((A)y @ W, {CW.}icp1,nt1), {VCWi }icpn,n)) and (r(j))ﬁ =
DCF.Eval(b, ks, §) for j € [0, N), and outputs (r)s € R".

Fig. 13: DCF correlation generation in the (FcoT, FRand, FoLe)-hybrid model.

have payloads of (A —1) 4+ 2-log|R| bits. Using n COT tuples, each party sends
n+n-BX—1+5-log|R|) + log|R| bits, and the computation per party is
dominated by the 4N RP calls in GGM tree expansion in 2n + 2 rounds. Our
savings in computation and round complexity are 37.5% and 50%, respectively.
For a typical ring R with size |R| &~ 2*, the communication reduction is about
62.5%. When R is sufficiently small, this reduction can be 66.6%.

Complexity analysis (general ring). IIpcr also works for general R at the
cost of additionally using 2n + 2 precomputed OLE tuples. This general-ring
version proceeds in n + 4 rounds, and the overall outgoing communication per
party is (n + 1) + (n+1) - A+ 2 4 (4n + 3) - log |R| bits.

In contrast, the OT-based protocol [7] can run in 2n + 3 rounds. Each party
sends at most n +n - (3A + 3 + 4 -log|R|) + (3n + 3) - log |R| bits and uses
2n 4+ 2 OLE tuples. Our savings in communication and round complexity are
about 50% ~ 66.6% and 50%, respectively, for typical ring size |R| < 2*.
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