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Abstract. Applied cryptographic protocols have to meet a rich set of
security requirements under diverse environments and against diverse
adversaries. However, currently used security specifications, based on ei-
ther simulation [111/28] (e.g., ‘ideal functionality’ in UC) or games [8//30],
are monolithic, combining together different aspects of protocol require-
ments, environment and assumptions. Such security specifications are
complex, error-prone, and foil reusability, modular analysis and incre-
mental design.

We present the Modular Security Specifications (MoSS) framework, which
cleanly separates the security requirements (goals) which a protocol should
achieve, from the models (assumptions) under which each requirement
should be ensured. This modularity allows us to reuse individual models
and requirements across different protocols and tasks, and to compare
protocols for the same task, either under different assumptions or sat-
isfying different sets of requirements. MoSS is flexible and extendable,
e.g., it can support both asymptotic and concrete definitions for security.
So far, we confirmed the applicability of MoSS to two applications: secure
broadcast protocols and PKI schemes.

1 Introduction

Precise and correct models, requirements and proofs are the best way to ensure
security. Unfortunately, it is hard to write them, and easy-to-make subtle errors
often result in vulnerabilities and exploits; this happens even to the best cryp-
tographers, with the notable exception of the reader. Furthermore, ‘the devil
is in the details’; minor details of the models and requirements can be very
significant, and any inaccuracies or small changes may invalidate proofs.
Provable security has its roots in the seminal works rigorously proving secu-
rity for constructions of cryptographic primitives, such as signature schemes [19],
encryption schemes [18] and pseudorandom functions [17]. Provable security un-
der well-defined assumptions is expected from any work presenting a new design
or a new cryptographic primitive. With time, the expectation of a provably-
secure design has also extended to applied cryptographic protocols, with semi-
nal works such as [4,[7]. After repeated discoveries of serious vulnerabilities in
‘intuitively designed’ protocols [16], proofs of security are expected, necessary



and appreciated by practitioners. However, provable security is notoriously chal-
lenging and error-prone for applied cryptographic protocols, which often aim to
achieve complex goals under diverse assumptions intended to reflect real-world
deployment scenarios. In response, we present the MoSS framework.

MoSS: Modular Security Specifications. In MoSS, a security specifica-
tion includes a set of models (assumptions) and specific requirements (goals);
models and requirements are defined using predicates and probability functions.
By defining each model and requirement separately, we allow modularity, stan-
dardization and reuse. This modularity is particularly beneficial for applied pro-
tocols, due to their high number of requirements and models; see
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Fig. 1: The MoSS framework allows security to be specified modularly, i.e., ‘4 la carte’,
with respect to a set of individually-defined models (assumptions), requirements (prop-
erties/goals) and even operations of the execution process. Models, requirements and
operations defined in this paper or in |20,]26] are marked accordingly. Many models,
and some (‘generic’) requirements, are applicable to different types of protocols.

MoSS also includes a well-defined ezecution process (Figure 2| and

, as necessary for provable security. For simplicity, the ‘core’ execution
process is simple, and supports modular extensions, allowing support for some
specific features which are not always needed. Let us now discuss each of these
three components of MoSS in more detail.

Models are used to reflect different assumptions made for a protocol, such as
the adversary capabilities, communication (e.g., delays and reliability), synchro-
nization, initialization and more. For each ‘category’ of assumptions, there are
multiple options available: e.g., MitM or eavesdropper for the adversary model;
threshold for the corruption model; asynchronous, synchronous, or bounded de-



lay for the communication delays model; or asynchronous, synchronous, syn-
tonized, or bounded drift for the clock synchronization model. Often, a model
can be reused in many works, since, in MoSS, each model is defined indepen-
dently of other models and of requirements, as one or more pairs of a small
predicate (‘program’) and a probability function. This approach facilitates the
reuse of models and also makes it easier to write, read and compare differ-
ent works. For example, many protocols, for different tasks, use the same clock
and communication models, e.g., synchronous communication and clocks. At the
same time, protocols for the same task may use different models, e.g., bounded
delay communication and bounded drift clocks.

Requirements refer to properties or goals which a protocol aims for. Protocols
for the same problem may achieve different requirements, which may be com-
parable (e.g., equivocation detection vs. equivocation prevention) or not (e.g.,
accountability vs. transparency). While many requirements are task specific,
some generic requirements are applicable across different tasks; e.g., a no false
positive requirement to ensure that an honest entity should never be considered
‘malicious’ by another honest entity.

Ezecution process. MoSS has a well-defined execution process (see
and which takes as input a protocol to execute, an adversary,
parameters and a set of execution operations. The execution operations allow
customized extensions of the execution process, i.e., they enhance the basic exe-
cution process with operations which may not always be required. We use these
additional operations to define specifications such as indistinguishability, shared-
key initialization and entity corruptions.

Related work. A significant amount of work in applied cryptography is
informally specified, with specifications presented as a textual list of assumptions
(models) and goals (requirements). Obviously, this informal approach does not
facilitate provable security. For provable security, there are two main approaches
for defining security specifications: simulation-based and game-based.

The simulation-based approach, most notably Universal Composability (UC)
[11,12], typically defines security as indistinguishability between executions of
the given protocol with the adversary, and executions of an ‘ideal functional-
ity’, which blends together the model and requirements, with a simulator. There
are multiple extensions and alternatives to UC, such as iUC, GNUC, IITM and
simplified-UC [10}(13}22}24,/31], and other simulation-based frameworks such as
constructive cryptography (CC) [27,/28] and reactive systems [1]. Each of these
variants defines a specific, fixed execution model. An important reason for the
popularity of the simulation-based approach is its support for secure composi-
tion of protocols; another reason is the fact that some important tasks, e.g.,
zero-knowledge (ZK), seem to require simulation-based definitions. However, for
many tasks, especially applied tasks, game-based definitions are more natural
and easier to work with.

The game-based approach [8,2130] is also widely adopted, especially among
practitioners, due to its simpler, more intuitive definitions and proofs of security.
In this approach, each requirement is defined as a game between the adversary



Specifications Multiple |Prov.-secure
Approach
Exec Process | Models Requirements specifications| composition
Informal - List List Yes No
Game-based Game per goal; models are part of game Yes No
Simulation-based Fixed Indistinguishable from Ideal Functionality No Yes
MoSS Extensible List List Yes No

Table 1: A comparison of different approaches to security specifications. An exe-
cution process defines executions (runs). A protocol aims to satisfy certain require-
ments assuming certain models. Simulation-based specifications, such as UC [12], en-
sure provably-secure composition of protocols but do not allow one protocol to meet
multiple separately-defined specifications. Some tasks, e.g. zero-knowledge, may only
have simulation-based specifications.

and the protocol. The game incorporates the models, the execution process, and
the specific requirement (e.g., indistinguishability). However, the game-based
approach does have limitations, most notably, there is no composition theorem
for game-based specifications and it may be inapplicable to tasks such as zero-
knowledge proofs and multi-party computation.

Both ‘game-based’ and ‘simulation-based’ security specifications are mono-
lithic: an ideal functionality or a game, combining security requirements with
different aspects of the model and the execution process. Even though differ-
ent requirements and models are individually presented in their informal de-
scriptions, the designers and readers have to validate directly that the formal,
monolithic specifications correctly reflect the informal descriptions.

Such monolithic specifications are not a good fit for analysis of applied pro-
tocols, which have complex requirements and models, and it stands in sharp
contrast to the standard engineering approach, where specifications are gradu-
ally developed and carefully verified at each step, often using automated tools.
While there exist powerful tools to validate security of cryptographic proto-
cols [2], there are no such tools to validate the specifications.

We began this work after trying to write simulation-based as well as game-
based specifications for PKI schemes, which turned out to be impractical given
the complexity of realistic modeling aspects; this motivated us to develop mod-
ular security specification, i.e., MoSS.

In we compare MoSS to game-based and simulation-based security
specifications. The advantage of MoSS is its modularity; a security specifica-
tion consists of one or more models, one or more requirements and, optionally,
some execution process operations. Each model and requirement is defined in-
dependently, as one or more pairs of a small predicate (which is, typically, a
simple program) and a probability function. Models are often applicable to dif-
ferent tasks, and some requirements are generic and apply to multiple tasks.
This modular approach allows to reuse models and requirements, which makes
it easier to write, understand and compare specifications. For example, in the
full version |20], we present a simplified instance of an authenticated-broadcast



protocol assuming (well-defined) bounded delay and bounded clock drift models.
The same models are used for PKI schemes in [26].

The use of separate, focused models and requirements also allows a gradual
protocol development and analysis. To illustrate, we first analyze the authenticated-
broadcast protocol assuming only a secure shared-key initialization model, which
suffices to ensure authenticity but not freshness. We then show that the proto-
col also achieves freshness when we also assume bounded clock drift. Lastly, we
show that by additionally assuming bounded-delay communication, we can en-
sure a bounded delay for the broadcast protocol. This gradual approach makes
the analysis easier to perform and understand (and to identify any design flaws
early on), especially when compared to proving such properties using monolithic
security specifications (all at once). Using MoSS is a bit like playing Lego with
models and requirements!

Concrete security [5] is especially important for protocols used in practice as it
allows to more precisely define security of a given protocol and to properly select
security parameters, in contrast to asymptotic security. Due to its modularity,
MoSS also supports concrete security in a way we consider simple and even
elegant; see Section

Ensuring polytime interactions. As pointed out in [11,/23], the ‘classical’ no-
tion of PPT algorithms is not sufficient for analysis of interactive systems, where
the same protocol (and adversary) can be invoked many times. This issue is
addressed by later versions of UC and in some other recent frameworks, e.g.,
GNUC [22]. The extendability of MoSS allows it to handle these aspects rela-
tively simply; see Section

Modularity lemmas. In Section[5] we present several asymptotic security mod-
ularity lemmas, which allow combining ‘simple’ models and requirements into
composite models and requirements, taking advantage of MoSS’s modularity. We
provide proofs and corresponding concrete security modularity lemmas in [20].

Limitations of MoSS. Currently, MoSS has two significant limitations:
the lack of computer-aided tools, available for both game-based and simulation-
based approaches [2}3l[929], and the lack of composability, an important property
proven for most simulation-based frameworks, most notably UC [11].

We believe that MoSS is amenable to computer-aided tools. For example, a
tool may transform the modular MoSS security specifications into a monolithic
game or an ideal functionality, allowing to use the existing computer-aided tools.
However, development of such tools is clearly a challenge yet to be met. Another
open challenge is to prove a composability property directly for MoSS security
specifications, or to provide (MoSS-like) modular specifications for UC and other
simulation-based frameworks.

It is our hope that MoSS may help to bridge the gap between the theory
and practice in cryptography, and to facilitate meaningful, provable security for
practical cryptographic protocols and systems.

Real-world application of MoSS: PKI. Public Key Infrastructure (PKI)
schemes, a critical component of applied cryptography, amply illustrate the chal-
lenges of applying provable security in practice and serve as a good example of



how MoSS might benefit practical protocols. Current PKI systems are mostly
based on the X.509 standard [15], but there are many other proposals, most no-
tably, Certificate Transparency (CT) [25], which add significant goals and cryp-
tographic mechanisms. Realistic PKI systems have non-trivial requirements; in
particular, synchronization is highly relevant and needed to deal with even such
basic aspects as revocation.

Recently, we presented the first rigorous study [26] of practicalﬁ PKI schemes
by using MoSS. Specifically, we defined model and requirement predicates for
practical PKI schemes and proved security of the X.509 PKI scheme. The analy-
sis uses the bounded-delay and bounded-drift model predicates; similarly, follow-
up work is expected to reuse these models and requirement predicates to prove
security for additional PKI schemes, e.g., Certificate Transparency.

Organization. Section [2] introduces Exec, the adversary-driven execution
process. Section [3 and Section [d] present models and requirements, respectively.
Section [5] presents modularity lemmas. Section [6] shows how to apply MoSS to
two different applications, a simplified authenticated broadcast protocol and PKI
schemes. Section [@ describes extensions of the framework to achieve concrete
security and to ensure polytime interactions. We conclude and discuss future
work in Section [8

2 Execution Process

A key aspect of MoSS is the separation of the execution process from the model
M under which a protocol P is analyzed, and the requirements R that define P’s
goals. This separation allows different model assumptions using the same execu-
tion process, simplifying the analysis and allowing reusability of definitions and
results. In this section, we present MoSS’s execution process, which defines the
execution of a given protocol P ‘controlled’ by a given adversary A. We say that
it is ‘adversary-driven’ since the adversary controls all inputs and invocations of
the entities running the protocol.

2.1 Execg,p: An Adversary-Driven Execution Process

The execution process Exec 4 p(params), as defined by the pseudo-code in
specifies the details of running a given protocol P with a given adversary
A, both modeled as efficient (PPT) functions, given parameters params. Note
that the model M is not an input to the execution process; it is only applied
to the transcript 7' of the protocol run produced by Execy4 p, to decide if the
adversary adhered to the model, in effect restricting the adversary’s capabilities.
Exec 4 p allows the adversary to have an extensive control over the execution;
the adversary decides, at any point, which entity is invoked next, with what
operation and with what inputs.

4 Crossly-simplified PKI ideal functionalities were studied, e.g., in [22], but without
considering even basic aspects such as revocation and expiration.
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Fig.2: A high level overview of MoSS’s execution process showing the interac-
tions between the parties to the protocol and the adversary in Exec 4 p. (Note:
e, in the final execution transcript 7', is the total number of iterations of the
loop.)

Notation. To allow the execution process to apply to protocols with mul-
tiple functions and operations, we define the entire protocol P as a single PPT
algorithm and use parameters to specify the exact operations and their inputs.
Specifically, to invoke an operation defined by P over some entity i, we use the
following notation: Plopr](s,inp, clk), where opr identifies the specific ‘opera-
tion’ or ‘function’ to be invoked, s is the local state of entity i, inp is the set
of inputs to opr, and clk is the value of the local clock of entity 7. The output
of such execution is a tuple (s',out), where s’ is the state of entity i after the
operation is executed and out is the output of the executed operation, which
is made available to the adversary. We refer to P as an ‘algorithm’ (in PPT)
although we do not consider the operation as part of the input, i.e., formally,
P maps from the operations (given as strings) to algorithms; this can be inter-
preted as P accepting the ‘label’ as additional input and calling the appropriate
‘subroutine’, making it essentially a single PPT algorithm.

uses the standard index notation to refer to cells of arrays. For
example, out[e] refers to the value of the et® entry of the array out. Specifically,
e represents the index (counter) of execution events. Note that e is never given
to the protocol; every individual entity has a separate state, and may count
the events that 4t is involved in, but if there is more than one entity, an entity
cannot know the current value of e - it is not a clock. Even the adversary does
not control e, although, the adversary can keep track of it in its state, since it is
invoked (twice) in every round. Clocks and time are handled differently, as we
now explain.

In every invocation of the protocol, one of the inputs set by the adversary
is referred to as the local clock and denoted clk. In addition, in every event,
the adversary defines a value 7 which we refer to as the real time clock. Thus,



to refer to the local clock value and the real time clock value of event e, the
execution process uses clkle] and 7]e], respectively. Both clk and 7 are included
in the transcript T'; this allows a model predicate to enforce different synchro-
nization models/assumptions - or not to enforce any, which implies a completely
asynchronous model.

Algorithm 1 Adversary-Driven Execution Process Exec.a, p(params)

1: (sa,N,params.P[-]) < A[‘Init’](params) > Initialize A with params

2: Vi e N: s; + P[Init’] (L, params.P[i], L) > Initialize entities’ local states
3:e«0 > Initialize loop’s counter

4: repeat

5: e+ e+1 > Advance the loop counter

A selects entity entle], opera-
tion oprle], input inple], clock

: t i Lk

6 (entle], oprle], inple], clkle], 7[e]) <= A(sa) > clkle], and real time t[e] for
event e

7 s le] « Sentle] > Save input state

8: (8entfe]s outle]) = P [opr(e]] (sensfe)» inple], clk[e])

9: sOUe] Sent[e] > Save output state
A decides when to terminate

10: (sa,outa,F) < A(sa,outle]) > the loop (outa # L), based on
outle]

11: until out 4 # L
12: T« (outA7 e, N, F, ent[-], opr[-], inp[-], clk[-], 7[-], out[-], params. P[], s ™[], sout[-])

13: Return T > Output transcript of run

Construction. The execution process consists of three main
components: the initialization, main execution loop and termination.

Initialization (lines . In line |1} we allow the adversary to set their state
sS4, to choose the set of entities N, and to choose parameters params.P]i] for
protocol initialization for each entity ¢ € N. The values of params.P[-] can
be restricted using models (see Sec. [3). In line [2] we set the initial state s;
for each entity ¢ by invoking the protocol-specific ‘Init’ operation with input
params.P[i]; note that this implies a convention where protocols are initialized
by this operation - all other operations are up to the specific protocol. The
reasoning behind such convention is that initialization is an extremely common
operation in many protocols; that said, protocols without initialization can use
an empty ‘Init’ operation and protocols with a complex initialization process
can use other operations defined in P in the main execution loop (lines , to
implement an initialization process which cannot be performed via a single ‘Init’
call. In line [3] we initialize e, which we use to index the events of the execution,
i.e., e is incremented by one (line [5)) each time we complete one ‘execution loop’

(lines 4HL1)).



Main execution loop (lines . The execution process affords the adversary
A extensive control over the execution. Specifically, in each event e, A determines
(line @ an operation opr[e], along with its inputs, to be invoked by an entity
entle] € N. The adversary also selects 7[e], the global, real time clock value.
Afterwards, the event is executed (line . The entity’s input and output states
are saved in s/"[e] and s9%![e], respectively (lines 7| and @), which allows models
to place restrictions on the states of entities.

In line the adversary processes the output outle] of the operation oprle].
The adversary may modify its state s 4, and outputs a value out 4; when out 4 #
1, the execution moves to the termination phase; otherwise the loop continues.

Termination (lines . Upon termination, the process returns the exe-
cution transcript T (line [L3]), containing the relevant values from the execution.
Namely, T contains the adversary’s output out 4, the index of the last event e,
the set of entities N, and the set of faulty entities F (produced in line , the val-
ues of ent[-], opr[-],inp[-], clk[-], T[] and out[] for all invoked events, the protocol
initialization parameters params.P|-] for all entities in N, and the entity’s input
state s/"[] and output state s©¢[-] for each event. We allow A to output F to
accommodate different fault modes, i.e., an adversary model can specify which
entities are included in F (considered ‘faulty’) which then can be validated using
an appropriate model.

2.2 The Extendable Execution Process

In Sectioanfl7 we described the design of the generic Exec 4 » execution process,
which imposes only some basic limitations. We now describe the extendable ex-
ecution process Execip, an extension of Exec 4 p, which provides additional
flexibility with only few changes to Exec 4 p. The extendable execution pro-
cess Execf\’p allows MoSS to (1) handle different kinds of entity-corruptions
(described next) and (2) define certain other models/requirements, e.g., indis-
tinguishability requirements (Section ; other applications may be found.

The Execﬁ’p execution process, as defined by the pseudo-code in Algo-
rithm [2] specifies the details of running a given protocol P with a given adversary
A, both modeled as efficient (PPT) functions, given a specific set of execution
operations X and parameters params. The set’| X' is a specific set of extra oper-
ations through which the execution process provides built-in yet flexible support
for various adversarial capabilities. For example, the set X' can contain functions
which allow the adversary to perform specific functionality on an entity, func-
tionality which the adversary cannot achieve via the execution of P. We detail
and provide concrete examples of such functionalities in Section [2:3]

Changes to the Exec4 p execution process. In addition to the extensive
control the adversary had over the execution, the adversary now can decide not
only which entity is invoked next, but also whether the operation is from the set
X of execution operations, or from the set of operations supported by P; while

5 We use the term ‘set’, but note that X is defined as a single PPT algorithm, similarly
to how P is defined.



we did not explicitly write it, some default values are returned if the adversary
specifies an operation which does not exist in the corresponding set.

To invoke an operation defined by P over some entity i, we use the same
notation as before, but the output of such execution contains an additional
output value sec-out, where sec-out|e][-] is a ‘secure output’ - namely, it contains
values that are shared only with the execution process itself, and not shared with
the adversary; e.g., such values may be used, if there is an appropriate operation
in X, to establish a ‘secure channel’ between parties, which is not visible to A.
In sec-out, the first parameter denotes the specific event e in which the secure
output was set; the second one is optional, e.g., may specify the ‘destination’ of
the secure output. Similarly, X is also defined as a single PPT algorithm and we
use a similar notation to invoke its operations: X[opr](sx, s, inp, clk, ent), where
opr, s,inp, clk are as before, and sy is the execution process’s state and ent is
an entity identifier.

Algorithm 2 Extendible Adversary-Driven Execution Process Exec? ;(params)

1: (sa,N,params.P[-]) < A['Init’](params) > Initialize A with params

2: Vi e N: s; + P[Init’] (L, params.P[i], L) > Initialize entities’ local states
3: sx + X[‘Init’](params, params.P[-]) > Initial exec state

4: e+ 0 > Initialize loop’s counter

5: repeat

0: e<—e+1 > Advance the loop counter

A selects entity entle], opera-

o (entle], oprlel, typele], inple], clkle], 7le])  A(sa) v fon oprlel mput inple], clock
clkle], and real time T[e] for
event e
8: s le] « Sentle] > Save input state
. . (o If A chose to invoke an oper-
9: if type[e] = ‘X’ then D otion from V.
10: (sx) Sent[e]s outle], sec-outle][]) + X [oprle]] (sx, Sentle]s inple], clk[e], ent[e])
11: else > A chose to invoke an opera-
' tion from P.
12: (Semtier outlel, sec-outle][]) P [oprlel] (semsier, inplel, clkle])
13: end if
14: sOUe] Sentle] > Save output state
A decides when to terminate
15: (sa,outa,F) < A(sa,outle]) > the loop (outs # L), based on
outle]

16: until out 4 # L

17 T+ (outA7 e, N, F, ent[-], opr[-], typel-], inp[], clk[-], 7[-], out[-], params.P[-], sC*t[], s"[], sec—out[~][~])

18: Return T > Output transcript of run

10



Construction. The extended execution process ((Algorithm 2|) consists of the

following modifications. The initialization phase (lines [I[l4) has one additional
line (line|3)), where we initialize the ‘execution operations state’ sy; this state is
used by execution operations (in X'), allowing them to be defined as (stateless)
functions. Note that any set of execution operations X' is assumed to contain an
‘Init’ operation, and we may omit the ‘Init’ operation from the notation when
specifying X’; if it is omitted, the ‘default’ ‘Init’ operation is assumed, which
simply outputs (params,params.P[-]). The rest of the initialization lines are
the same.

The main execution loop (lines is as before, but with one difference,
where the adversary A determines in line [7] the type of operation typele] to
be invoked by an entity entle] € N. The operation type typele] € {‘X’, “P’}
indicates if the operation opr|e] is protocol-specific (defined in P) or is it one of
the execution process operations (defined in X). (If typele] ¢ {‘X’, “P’}, then the
execution process assumes that the operation is protocol-specific.) Afterwards,
the event is executed (lines through the appropriate algorithm, based on
the operation type, either X, if typele] = ‘X’, or P otherwise.

The termination phase (lines is the same as before, but also includes in
the transcript the typel-] values and the sec-out[][:] for all invoked events. Private
values, such as entities’ private keys, are not part of the execution transcript
unless they were explicitly included in the output due to an invocation of an
operation from X that would allow it.

Note: We assume that X operations are always defined such that whenever
X is invoked, it does not run A and only runs P at most once (per invocation
of X). Also, in lines [7] and the operation to A is not explicitly written in
the pseudo-code. We assume that in fact nothing is given to A for the operation
(length 0) - this implies that .4 will not be re-initialized during the execution
process.

2.3 Using X to Define Specification and Entity-Faults Operations

The ‘default’ execution process is defined by an empty X set. This provides the
adversary A with Man-in-the-Middle (MitM) capabilities, and even beyond: A
receives all outputs, including messages sent, and controls all inputs, including
messages received; furthermore, A controls the values of the local clocks. A
non-empty set X can be used to define specification operations and entity-fault
operations; let us discuss each of these two types of execution process operations.

Specification operations. Some model and requirement specifications re-
quire a special execution process operation, possibly involving some information
which must be kept private from the adversary. One example are indistinguisha-
bility requirements, which are defined in Sec. [£.3.1] using three operations in
X: ‘Flip’, ‘Challenge’ and ‘Guess’, whose meaning most readers can guess (and
confirm the guess in Sec. .

The ‘Sec-in’ X-operation. As a simple example of a useful specification op-
eration, we now define the ‘Sec-in’ operation, which allows the execution process
to provide a secure input from one entity to another, bypassing the adversary’s

11



MitM capabilities. This operation can be used for different purposes, such as
to assume secure shared-key initialization - for example, see [20]. We define the

‘Sec-in’ operation in °|
X[‘Sec-in’] (sx, s, €, clk,ent) = [sx||P[‘Sec-in’] (s, sec-outle'|[ent], clk)] (1)

As can be seen, invocation of the ‘Sec-in’ operation returns the state sy un-

changed (and unused); the other outputs are simply defined by invoking the

‘Sec-in’ operation of the protocol P, with input sec-oute’][ent] - the sec-out

output of the event ¢’ intended for entity ent.

Entity-fault operations. It is quite easy to define X'-operations that facili-
tate different types of entity-fault models, such as honest-but-curious, byzantine
(malicious), adaptive, proactive, self-stabilizing, fail-stop and others. Let us give
informal examples of three fault operations:

‘Get-state’: provides A with the entire state of the entity. Assuming no other
entity-fault operation, this is the ‘honest-but-curious’ adversary; note that
the adversary may invoke ‘Get-state’ after each time it invokes the entity, to
know its state all the time.

‘Set-output’: allows A to force the entity to output specific values. A ‘Byzan-
tine’ adversary would use this operation whenever it wants the entity to
produce specific output.

‘Set-state’: allows A to set any state to an entity. For example, the ‘self-
stabilization’ model amounts to an adversary that may perform a ‘Set-state’
for every entity (once, at the beginning of the execution).

See discussion in 20|, and an example: use of these ‘fault operations’ to define

the threshold security model M!FISf assumed by many protocols.

Comments. Defining these aspects of the execution in X', rather than having
a particular choice enforced as part of the execution process, provides significant
flexibility and makes for a simpler execution process.

Note that even when the set X is non-empty, i.e., contains some non-default
operations, the adversary’s use of these operations may yet be restricted for the
adversary to satisfy a relevant model. We present model specifications in Sec.

The operations in X’ are defined as (stateless) functions. However, the exe-
cution process provides state sy that these operations may use to store values
across invocations; the same state variable may be used by different operations.
For example, the ‘Flip’, ‘Challenge’ and ‘Guess’ X-operations, used to define
indistinguishability requirements in Sec. use sy to share the value of the
bit flipped (by the ‘Flip’ operation).

3 Models

The execution process, described in Sec. specifies the details of running a
protocol P against an adversary A which has an extensive control over the
execution. In this section, we present two important concepts of MoSS: a model

% We use = to mean ‘is defined as’.
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M, used to define assumptions about the adversary and the execution, and
specifications (, ). We use speciﬁcationsﬂ to define both models (in this section)
and requirements (in Sec. .

A MoSS (model/requirement) specification is a pair of functions (7, ), where
7(T, params) is called the predicate (and returns T or L) and S(params) is the
base (probability) function (and evaluates to values from 0 to 1). The predicate 7
is applied to the execution-transcript 7" and defines whether the adversary ‘won’
or ‘lost’. The base function f is the ‘inherent’ probability of the adversary ‘win-
ning’; it is often simply zero (8(x) = 0), e.g., for forgery in a signature scheme,
but sometimes a constant such as half (for indistinguishability specifications) or
a function such as 27! (e.g., for I-bit MAC) of the parameters params.

A MoSS model is defined as a set of (one or more) specifications, i.e., M =
{(m1,51),-..}. When the model contains only one specification, we may abuse
notation and write M = (7, §) for convenience.

For example, consider a model M = (r,0). Intuitively, adversary A satisfies
model (7,0), if for (almost) all execution-transcripts T of A, predicate 7 holds,
i.e.: (T, params) = T, where params are the parameters used in the execution
process (Sec. . One may say that the model ensures that the (great) power
that the adversary holds over the execution is used ‘with great responsibility’.

The separation between the execution process and the model allows to use the
same - relatively simple - execution process for the analysis of many different
protocols, under different models (of the environment and adversary capabili-
ties). Furthermore, it allows to define multiple simple models, each focusing on
a different assumption or restriction, and require that the adversary satisfy all
of them.

As depicted in [Figure 1} the model captures all of the assumptions regarding
the environment and the capabilities of the adversary, including aspects typically
covered by the (often informal) communication model, synchronization model
and adversary model:

Adversary model: The adversary capabilities such as MitM vs. eavesdropper,
entity corruption capabilities (e.g., threshold or proactive security), compu-
tational capabilities and more.

Communication model: The properties of the underlying communication mech-
anism, such as reliable or unreliable communication, FIFO or non-FIFO,
authenticated or not, bounded delay, fixed delay or asynchronous, and so
on.

Synchronization model: The availability and properties of per-entity clocks.
Common models include purely asynchronous clocks (no synchronization),
bounded-drift clocks, and synchronized or syntonized clocks.

The definitions of models and their predicates are often simple to write and

understand - and yet, reusable across works.

" We use the term ‘specification’ to refer to a component of a model (or of a require-
ment - see Sec. . This is not to be confused with ‘security specification’, which we
use to mean a model, requirement, and specific execution process.
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In Sec. [3:1] we define the concept of a specification. In Sec. [3:2] we define the
notion of a model-satisfying adversary. Finally, in Sec. [3.3] we give an example
of a model. For additional examples of models, see [20].

3.1 Specifications

We next define the specification, used to define both models and requirements.

A specification is a pair (w, 8), where 7 is the specification predicate and 3
is the base function. A specification predicate is a predicate whose inputs are
execution transcript T' and parameters params. When 7 (T, params) = T, we
say that execution satisfies the predicate 7 for the given value of params. The
base function gives the ‘base’ probability of success for an adversary. For integrity
specifications, e.g. forgery, the base function is often either zero or 27!, where
[ is the output block size; and for indistinguishability-based specifications (see
Sec. , the base function is often %

We next define the advantageﬁ of adversary A against protocol P for specifi-
cation predicate 7 using execution operations X', as a function of the parameters
params. This is the probability that 7(T, params) = L, for the transcript T' of
a random execution: T' ¢— Execf?p (params).

Definition 1 (Advantage of adversary A against protocol P for spec-
ification predicate 7 using execution operations X). Let A, P, X be al-
gorithms and let ™ be a specification predicate. The advantage of adversary A
against protocol P for specification predicate m using execution operations X is
defined as:

7 (T, params) = L, where

€ p.x (params) & py X
7 T + Exec) p(params)

(2)

3.2 Model-Satisfying Adversary

Models are sets of specifications, used to restrict the capabilities of the adversary
and the events in the execution process. This includes limiting of the possible
faults, defining initialization assumptions, and defining the communication and
synchronization models. We check whether a given adversary A followed the
restrictions of a given model M in a given execution by examining whether a
random transcript 7" of the execution satisfies each of the model’s specification
predicates. Next, we define what it means for adversary A to poly-satisfy model
M using execution operations X.

Definition 2 (Adversary A poly-satisfies model M using execution op-
erations X). Let A,X € PPT, and let M be a set of specifications, i.e.,
M = {(m1,51),...}. We say that adversary A poly-satisfies model M using

execution operations X, denoted A |:X M, if for every protocol P € PPT,

poly

8 Note that the advantage of A is the total probability of A winning, i.e., it does not
depend on a base function.
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params € {0,1}*, and specification (w,B) € M, the advantage of A against
P for m using X is at most negligibly greater than B(params), i.e.:

Py def (VP € PPT,params € {0,1}*, (7, 8) € M) :

AE, M 3)

€4 p x(params) < B(params) + Negl(|params|)

3.3 Example: the Bounded-Clock-Drift Model MQrift

To demonstrate a definition of a model, we present the Mgillf: model, defined
as M — (7R 0) The predicate 73" bounds the clock drift, by enforcing
two restrictions on the execution: (1) each local-clock value (clk[é]) must be
within Agy drift from the real time 7[é], and (2) the real time values should
be monotonically increasing. As a special case, when A., = 0, this predicate
corresponds to a model where the local clocks are fully synchronized, i.e., there

is no difference between entities’ clocks. See [Algorithm 3

Algorlthm 3 The 71'2‘:;2 (T, params) predicate, used by the MB‘:lf; = (wgiilflz ,0) model

1: return (
2: vee{l,...,T.e}: > For each event

Local clock is within Acyy, drift

3: |T.clk[e] — T.7[e]| < Acik from real time

In each consecutive event, the
4: and if & > 2 then T.7[e] > T.7[e—1] > real time difference is monoton-
ically increasing

4 Requirements

In this section we define and discuss requirements. Like a model, a requirement
is a set of specifications R = {(m1, 51), . ..}. When the requirement contains only
one specification, we may abuse notation and write R = (, 8) for convenience.
Each requirement specification (, ) € R includes a predicate (r) and a base
function (8). A requirement defines one or more properties that a protocol aims
to achieve, e.g., security, correctness or liveness requirements. By separating
between models and requirements, MoSS obtains modularity and reuse; different
protocols may satisfy the same requirements but use different models, and the
same models can be reused for different protocols, designed to satisfy different
requirements.

The separation between the definition of the model and of the requirements
also allows definition of generic requirement predicates., which are applicable to
protocols designed for different tasks, which share some basic goals. We identify
several generic requirement predicates that appear relevant to many security
protocols. These requirement predicates focus on attributes of messages, i.e.,
non-repudiation, and on detection of misbehaving entities (see |20]).
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4.1 Model-Secure Requirements

We next define what it means for a protocol to satisfy a requirement under
some model. First, consider a requirement R = (m, 8), which contains just one
specification, and let b be the outcome of 7 applied to (T, params), where T is
a transcript of the execution process (T = Execj’p(params)) and params are
the parameters, i.e., b < 7(T,params); if b = L then we say that requirement
predicate m was not satisfied in the execution of P, or that the adversary won in
this execution. If b = T, then we say that requirement predicate w was satisfied
in this execution, or that the adversary lost.

We now define what it means for P to poly-satisfy R under model M using
execution operations X.

Definition 3 (Protocol P poly-satisfies requirement R under model M
using execution operations X). Let P, X € PPT, and let R be a set of spec-
ifications, i.e., R = {(m1, 51),...}. We say that protocol P poly-satisfies require-
ment R under model M using execution operations X, denoted P ):p/\]//lx R, if for
every PPT adversary A that poly-satisfies M using execution operations X, ev-
ery parameters params € {0,1}*, and every specification (7, 3) € R, the advan-
tage of A against P for m using X is at most negligibly greater than S(params),
ie.:

def | (VA€ PPT s.t. A H/Eva params € {0,1}*, (w,8) € R) :
elp)x(params) < B(params) + Negl(|params|)

M, X

PE, R

(4)

4.2 Example: the No False Accusations Requirement Ryga

Intuitively, the No False Accusations (NFA ) requirement Rypa states that a non-
faulty entity a ¢ F would never (falsely) accuse of a fault another non-faulty
entity, b € F. It is defined as Rnea = (7nea, 0). To properly define the mnga
requirement predicate, we first define a convention for one party, say a € N,
to output an Indicator of Accusation, i.e., ‘accuse’ another party, say iny € N,
of a fault. Specifically, we say that at event é4 of the the execution, entity
entlea] accuses entity iy, if out[éa] is a triplet of the form (IA,dn,x). The last
value in this triplet, z, should contain the clock value at the first time that
entléa] accused iy we discuss this in [20] as the value z is not relevant for
the requirement predicate, and is just used as a convenient convention for some
protocols.

The No False Accusations (NFA) predicate myga checks whether the adver-
sary was able to cause one honest entity, say Alice, to accuse another honest
entity, say Bob (i.e., both Alice and Bob are in N —F). Namely, mnea (T, params)
returns L only if T.outle] = (TA, j, z), for some j € T.N, and both j and T.ent|e]
are honest (i.e., j,T.entle] € T.N — T'.F).
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Algorithm 4 No False Accusations Predicate 7nea (T, params)

1: return —\(
2: T.ent[T.el€e T.N-T.F > T.ent[T.e] is an honest entity
3: and 3 € TN —T.F,z s.t. (IA,j,x) € T.out[T.e] > T.ent[T.c] accused an honest entity

)

4.3 Supporting Confidentiality and Indistinguishability

The MoSS framework supports specifications for diverse goals and scenarios.
We demonstrate this by showing how to define ‘indistinguishability game’-based
definitions, i.e., confidentiality-related specifications.

4.3.1 Defining Confidentiality-Related Operations

To support confidentiality, we define the set X to include the following three
operations: ‘Flip’, ‘Challenge’, ‘Guess’.
— ‘Flip’: selects a uniformly random bit sx.b via coin flip, i.e., sx.b & {0,1}.
— ‘Challenge’: executes a desired operation with one out of two possible inputs,
according to the value of sy.b. Namely, when A outputs opr[e] = ‘Challenge’,
the execution process invokes:

Plinple].opr] (Sen(e) inple].inplsx.b], clkle])

where inple].opr € P (one of the operations in P) and inple].inp is an ‘array’

with two possible inputs, of which only one is randomly chosen via sx.b,

hence, the inple].inp[sx.b] notation.

— ‘Guess’: checks if a ‘guess bit’, which is provided by the adversary as input,
is equal to sx.b, and returns the result in sec-out[e]. The result is put in
sec-out to prevent the adversary from accessing it.

These three operations are used as follows. The ‘Flip’ operation provides
Exec with access to a random bit sy.b that is not controlled or visible to A.
Once the ‘Flip’ operation is invoked, the adversary can choose the ‘Challenge’
operation, i.e., type[e] = X and opr[e] = ‘Challenge’, and can specify any opera-
tion of P it wants to invoke (inp[e].opr) and any two inputs it desires (inp[e].inp).
However, Exec will invoke P[inp|e].opr| with only one of the inputs, according
to the value of the random bit sy.b, i.e., inple].inp[sx.b]; again, since A has
no access to sy.b, A neither has any knowledge about which input is selected
nor can influence this selection. (As usual, further assumptions about the inputs
can be specified using a model.) Then, A can choose the ‘Guess’ operation and
provide its guess of the value of sy.b (0 or 1) as input.

4.3.2 The Generic Indistinguishability Requirement Ry, and the

T'MsgConf

Message Confidentiality Requirement R

To illustrate how the aforementioned operations can be used in practice, we
define the indistinguishability requirement Riyp, as Riyp = (IND™, 1), where
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the IND™ predicate is shown in IND™ checks that the adversary
invoked the ‘Guess’ operation during the last event of the execution and examines
whether the ‘Guess’ operation outputted T in its secure output and whether
the m model was satisfied. The adversary ‘wins’ against this predicate when it
guesses correctly during the ‘Guess’ event. Since an output of L by a predicate
corresponds to the adversary ‘winning’ (see, e.g., Def. , the IND™ predicate
returns the negation of whether the adversary guessed correctly during the last
event of the execution. The base function of the Ry, requirement is 3, because
the probability that the adversary guesses correctly should not be significantly

more than % .

AlgOI‘ithl’n 5 IND™ (T, params) Predicate

1: return —\(

2:  T.type[T.e] = ‘X’

The last event is a ‘Guess’ event

3:  and T.opr[T.c] = ‘Guess’ and T.sec-out[T.e] = T and A guessed correctly

4: and 7 (T, params) > The model predicate m was met

)

We can use IND™ to define more specific requirements; for example, we
use the Tusgcont predicate (Algorithm 6) to define RpEer = (IND™Msscont %),
which defines message confidentiality for an encrypted communication protocol.
Namely, assume P is an encrypted communication protocol, which includes the
following two operations: (1) a ‘Send’ operation which takes as input a message
m and entity ig and outputs an encryption of m for igr, and (2) a ‘Receive’
operation, which takes as input an encrypted message and decrypts it.

The Tmsgconf specification predicate ensures that:

— A only asks for ‘Send’ challenges (since we are only concerned with whether
or not A can distinguish outputs of ‘Send’).

— During each ‘Send’ challenge, A specifies two messages of equal length and
the same recipient in the two possible inputs. This ensures that A does not
distinguish the messages based on their lengths.

— A does not use the ‘Receive’ operation at the challenge receiver receiving
from the challenge sender to decrypt any output of a ‘Send’ challenge.

5 Modularity Lemmas

MoSS models and requirements are defined as sets of specifications, so they
can easily be combined by simply taking the union of sets. There are some
intuitive properties one expects to hold for such modular combinations of models
or requirements. In this section we present the model and requirement modularity
lemmas, which essentially formalize these intuitive properties. The lemmas can
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Algorithm 6 TmsgConf (1, params) Predicate

1: return (

2: vee{1,...,T.e} s.t. T.type[¢] = ‘X’ and T.opr[e] = ‘Challenge’:
. . . s Every ‘Challenge’ event is for
3 T-inp[e].opr = ‘Send ‘Send’ operation
4: and |T.inp[e].inp[0].m| = |T.inp[é].inp[1].m| > Messages have equal length
5 and J is,in € T.N s.t. There is one specific sender ig

and one specific receiver ip

6: T.inp[].inp[0].ir = T.inp[e].inp[l].ir = ir :Z ;f’w recipient for both mes-
and T.ent[é] = ig > g is the sender
and 3 &’ s.t. T.opr[é¢'] = ‘Receive’ > There is no ‘Receive’ event é’
and T.inp[e'].c = T.out[e].c

9: and T.ent[e'] = in Where A uses decrypts the out-

put of the challenge
and T.inp[é'].is = is

be used in analysis of applied protocols, e.g., to allow a proof of a requirement
under a weak model to be used as part of a proof of a more complex requirement
which holds only under a stronger model. We believe that they may be helpful
when applying formal methods, e.g., for automated verification and generation
of proofs.

In this section, we present the asymptotic security lemmas; the (straightfor-
ward) proofs of the asymptotic security lemmas are in [20]. The concrete security
lemmas and their proofs are in [20].

In the following lemmas, we describe model M as stronger than a model
M (and M as weaker than /\/l) if M includes all the specifications of M, i.e.,
M C M. Similarly, we say that a requirement R is stronger than a requlrement
R (and R is weaker than R) if R includes all the specifications of R, i.e., R C R.
Basically, stronger models enforce more (or equal) constraints on the adversary
or other assumptions, compared to weaker ones, while stronger requirements
represent more (or equal) properties achieved by a protocol or scheme, compared
to weaker ones.

5.1 Asymptotic Security Model Modularity Lemmas

The model modularity lemmas give the relationships between stronger and weaker
models. They allow us to shrink stronger models (assumptions) into weaker ones
and to expand weaker models (assumptions) into stronger ones as needed - and
as intuitively expected to be possible.

The first lemma is the model monotonicity lemma (asymptotic security). It
shows that if an adversary A satisfies a stronger model M , then A also satisfies
any model that is weaker than M.
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Lemma 1 (Model monotonicity lemma (asymptotic security)).

For any set X of execution process operations, for any models M and M such

that M C M\, if an adversary A poly-satisfies M using X, then A poly-satisfies
M using X, namely:

X

poly

A M= AE M (5)

poly

We next show the models union lemma (asymptotic security), which shows
that if an adversary satisfies two models M and M’, then A also satisfies the
stronger model that is obtained by taking the union of M and M’.

Lemma 2 (Models union lemma (asymptotic security)).

For any set X of execution process operations and any two models M, M,
if an adversary A poly-satisfies both M and M’ using X, then A poly-satisfies
the ‘stronger’ model M = MU M’ using X, namely:

(4

We next show the requirement-model monotonicity lemma (asymptotic se-
curity), which shows that if a protocol satisfies a requirement under a weaker
model, then it satisfies the same requirement under a stronger model (using the
same operations set X). This is true, because if we are assuming everything that
is included in the stronger model, then we are assuming everything in the weaker

model (by , which implies that the protocol satisfies the requirement
for such adversaries.

—

M) = AE M (6)

X

poly

X

MAAE

poly

Lemma 3 (Requirement-model monotonicity lemma (asymptotic se-
curity)).

For any models M and M such that M - M\, if a protocol P poly-satisfies
requirement R under M using the execution process operations set X, then P
poly-satisfies R under M using X, namely:

PESM RPN

poly

R (7)

5.2 Asymptotic Security Requirement Modularity Lemmas

The requirement modularity lemmas prove relationships between stronger and
weaker requirements, assuming the same model M and operations set X. They
allow us to infer that a protocol satisfies a particular weaker requirement given
that it satisfies a stronger one, or that a protocol satisfies a particular stronger
requirement given that it satisfies its (weaker) ‘sub-requirements’.

The requirement monotonicity lemma (asymptotic security) shows that if a
protocol satisfies a stronger requirement 7%, then it satisfies any requirement that

is weaker than R (under the same model M and using the same operations set
X).
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Lemma 4 (Requirement monotonicity lemma (asymptotic security)).

For any set X of execution process operations, any model M, and any require-
ments R and R such that R C R, if a protocol P poly-satisfies the (stronger)
requirement R under M using X, then P poly-satisfies R under M using X,

namely:
M, x

P IZW YR=7P Izpaly R (8)

Finally, the requirements union lemma (asymptotic security) shows that if
a protocol satisfies two requirements R and R’, then it satisfies the stronger
requirement that is obtained by taking the union of R and R’ (under the same

model M and operations set X).

Lemma 5 (Requirements union lemma (asymptotic security)).

For any set X of execution process operations, any models M and M’, and
any two requirements R and R, if a protocol P poly-satisfies R under M using
X and poly-satisfies R’ under ./\/l’ using X, then P poly-satisfies the ‘combined’
(stronger) requzrementR RUR' under model./\/l MUM' using X, namely:

M,X =
:;007,1/ R (9>

poly

(P HEY RAPE R’) - P

6 Using MoSS for Applied Specifications

In this section, we give a taste of how MoSS can be used to define applied security
specifications, with realistic, non-trivial models and requirements. In Section[6.1}
we discuss AuthBroadcast, a simple authenticated broadcasting protocol, which
we use to demonstrate the use of MoSS’s modularity lemmas. In Section we
discuss PKI schemes, which underlie the security of countless real-world appli-
cations, and show how MoSS enables rigorous requirements and models for PKI
schemes. The definitions we show are only examples from [26], which present full
specification and analysis of PKI schemes. The AuthBroadcast protocol is also
not a contribution; we present it as an example.

6.1 AuthBroadcast: Authenticated Broadcast Protocol

In 20|, we present the AuthBroadcast protocol, a simple authenticated broad-
cast protocol that we developed and analyzed to help us fine-tune the MoSS
definitions. AuthBroadcast enables a set of entities N to broadcast authenticated
messages to each other, i.e., to validate that a received message was indeed sent
by a member of N. The protocol uses a standard deterministic message authen-
tication scheme MAC which takes as input a tag length, key, and message and
outputs a tag. In this subsection, we present a few details as examples of the use
of MoSS; in particular, AuthBroadcast addresses shared-key initialization, an as-

pect which does not exist in PKI schemes. We define Miefysi}if] and M%T‘élgffn],
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two simple models for shared-key initialization. These models can be reused for
specifications of many other tasks.

The MoSS framework allows the analysis of the same protocol under dif-
ferent models, as we demonstrate here. Specifically, we present the analysis of
AuthBroadcast in several steps, where in each step, we prove that AuthBroadcast
satisfies a requirement - assuming increasingly stronger models:

1. We first show that AuthBroadcast ensures authentication of received messages
assuming that a key is shared securely once among all entities and valid n and

1% parameters are given to the protocol. Namely, we show that AuthBroadcast

poly-satisfies Rﬁflﬁija“ under Mgeckeymnit Using X-operations {‘Sec-in’}.

2. We then show that AuthBroadcast ensures authentication and freshness of
received messages under a stronger model that also assumes a weak-level of
clock synchronization (bounded clock drift). Namely, we show that AuthBroadcast

: Broadcast SecKeylInit . . ¢ .
poly-satisfies RAuthf(A) under MD“&AM using X-operations {‘Sec-in’} for

flA) = A+ 2A,, where Ay is the assumed maximal clock drift.

3. Finally, we show that AuthBroadcast ensures correct bounded-delay deliv-
ery/receipt of broadcast messages (which implies authenticity and freshness
as well) under an even stronger model which also assumes a bounded delay
of communication and a sufficiently large freshness interval given to the pro-
tocol. Specifically, we show that AuthBroadcast poly-satisfies REroadcast

Receivea .,

SecKeylInit . . ¢ ) .
under MDriftAclk,DelayAcom using X-operations {‘Sec-in’}, where Ay, is the
assumed maximal clock drift and A.,,, is the assumed maximal communi-

cation delay.

6.2 Specifications for PKI Scheme

PKI schemes are an essential building block for protocols utilizing public key
cryptography. Unfortunately, there have been multiple incidents and vulnera-
bilities involving PKI, resulting in extensive research on improving security of
PKI. Provably-secure PKI schemes were presented in [14], however, these spec-
ifications did not cover aspects critical in practice, such as timely revocation
or transparency. We next briefly discuss one of the PKI security specifications
defined using MoSS.

Sample model: Mg:j{t. [26] defines several models covering assumptions re-
garding the adversary capabilities, the environment (communication and syn-
chronization) and the initialization, assumed by different PKI protocols. The
bounded clock drift model ng‘f: (presented in Section is an example of a
generic model which is common to many applied protocols and can be reused
among different works and tasks.

Sample requirement: ATRA. PKI schemes have multiple security require-
ments, from simple requirements such as accountability to more complex require-
ments such as equivocation detection and prevention as well as transparency.
Intuitively, the A-transparency (ATRA) requirement specifies that a certificate
attested as A-transparent must be available to all ‘interested’ parties, i.e., mon-
itors, within A time of its transparency attestation being issued by a proper
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authority, typically referred to as a logger. This requirement is defined as the

pair (maTra, 0), where the maTra predicate is defined in [Algorithm 7, as a con-

junction of the simple sub-predicates, defined in [26].

Algorithm 7 The A-transparency (ATRA) predicate maTra

(¥, p, Pk, t,t0r) < Toout

HONESTENTITY(T, params, ) A

CORRECTPUBLICKEY/(T, params, ¢, pk, p.t) A
VALIDCERTIFICATEATTESTATION(T, params, { ATRA}, ¥, pk, p) A
HONESTENTITY (T, params, tar) A

ISMONITOR(T, params, tpr, p-t) A
HONESTMONITORUNAWAREOFCERTIFICATE(T, params) A
WasNoTAccUseD(T, params)

maTra (T, params) =

Let us explain the operation of watra. This predicate ensures that for a cer-
tificate 1) and A-transparency attestation p as attested by an entity p.c, there is
an honest entity ¢ € N (HONESTENTITY), and ¢ confirmed that p..’s public key
is pk (CORRECTPUBLICKEY). Then, it verifies that v is a valid certificate at-
tested as A-transparent using p (VALIDCERTIFICATEATTESTATION). However,
there exists another honest entity ¢py € N (HONESTENTITY) which monitors p.¢
(ISMONITOR) but is unaware of ¢ (HONESTMONITORUNAWAREOFCERTIFICATE)
- although it should, and yet, there was no accusation of misbehavior issuecﬂ
(WASNOTACCUSED).

This design for a predicate as a conjuncture of sub-predicate is typical and
rather intuitive, and it illustrates another aspect of modularity: the sub-predicates
are easy to understand and validate, and are also reusable; for example, a pred-
icate to validate an entity’s public key (VALIDCERTIFICATEATTESTATION) or
that an entity is honest (HONESTENTITY) can be useful for other, unrelated to
PKI protocols.

7 Concrete Security and Ensuring Polytime Interactions

In this section, we present the CS compiler (Sec. , which transforms the ad-
versary into an ‘equivalent’ algorithm, which provides three additional outputs:
the total runtime of the adversary, the number of bit flips by the adversary, and
the initial size of the adversary’s state. We then use the CS compiler for two
applications. First, in Sec. [T.2] we extend MoSS to support concrete security.
Finally, in Sec. we show how the CS compiler allows to ensure polytime in-
teractions, and in particular, limit the adversary so that its runtime is polynomial
in the security parameter.

9 Notice that ¢,.as are honest, but p.. is not necessarily honest, and therefore,
WASNOTACCUSED is needed, because p.. might not cooperate in order for car to
not be aware of .
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7.1 The CS Compiler

The extension that will allow us to give concrete security definitions (Sec. [7.2))
and to enforce polytime interactions (Sec. , is a compiler, denoted CS (which
stands for both ‘CtrSteps’ and ‘Concrete Security’).

The input to CS is an (adversary) algorithm .4, and the output, CS(A), is an
algorithm which outputs the same output as A would produce, and three addi-
tional values, added to the final out 4 output of A: out 4.CtrSteps, the number of
steps of A throughout the execution; out 4.CtrBitFlips, the number of bit-flip
operations performed by A; and out 4.LenInitState, the size of the initial state
output by A.

Now, instead of running the execution process directly over input adver-
sary A, we run Execgs(A)J;(params)7 i.e., we run the ‘instrumented’ adversary
CS(A). This way, in the execution transcript, we receive these three measured
values (out 4.CtrSteps, out 4.CtrBitFlips and out 4.LenInitState). It remains
to describe the operation of CS.

Note that CS maintains its own state, which contains, as part of it, the state
of the adversary A. This creates a somewhat confusing situation, which may be
familiar to the reader from constructions in the theory of complexity, or, esp.
to practitioners, from the relation between a virtual machine and the program
it is running. Namely, the execution process received the algorithm CS(A) as
the adversary, while CS(A) is running the ‘real’ adversary .A. Thus, the state
maintained by the execution process is now of CS(A); hence, we refer to this
state as Scs(a)-

The state scs(4) consists of four variables. The first variable contains the
state of the original adversary A. We denote this variable by scs(a).5.4; this
unwieldy notation is trying to express the fact that from the point of view of
the ‘real’ adversary A, this is its (entire) state, while it is only part of the state
scs(a) of the CS(A) algorithm (run as the adversary by the execution process).

The other three variables in the state scs(4) are invisible to A, since they are
not part of scs(a).5.4. These are: scs(4).CtrSteps, a counter which the algorithm
CS(A) uses to sum up the total runtime (steps) of A; scs(a).CtrBitFlips, a
counter which CS(.A) uses to sum up the number of random bits flipped by A;
and, finally, scs(a)-LenInitState, which stores the size of the initial state output
by A.

Whenever the execution process invokes CS(A), then CS(A) ‘runs’ A on the
provided inputs, measuring the time (number of steps) until A returns its re-
sponse, as well as the number of random bits (coin flips) used by A. When
A returns a response, CS(A) increments the scs(4).CtrSteps counter by the
run-time of A in this specific invocation and increments the scs(4).CtrBitFlips
counter by the number of bit flips of A in this invocation. When A returns
a response (s4,N,params.P[-]) after being invoked by CS(A)[‘Init’](params)
in line |I, then CS(A) additionally sets scs(4).LenlnitState < |s4|. Finally,
CS(A) checks if A signaled termination of the execution process. When A sig-
nals termination (by returning outs # 1), then the CS(A) algorithm sets
out 4.CtrSteps, out 4.Ctr Bit Flips, and out 4.LenInitState to scs(a)-CtrSteps,
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scs(a)-CtrBitFlips, and scsa)-LenInitState, respectively, i.e., adds to out
the computed total runtime of A during this execution, the number of bit flips
of A during this execution, and the size of the initial state output by AIE; of
course, we still have out 4 # L and therefore the execution process terminates -
returning as part of out 4 the total runtime of A and the size of the initial state
output by A. Although these values are carried in out 4, the adversary cannot
modify or view them.

7.2 Concrete Security

We new describe how we can use CS to support concrete security |6] in MoSS.
In concrete security, the adversary’s advantage is a function of the ‘adversary
resources’, which may include different types of resources such as the runtime (in
a specific computational model), length (of inputs, keys, etc.), and the number of
different operations that the adversary invokes (e.g., ‘oracle calls’). Notice that
since we explicitly bound the adversary’s runtime, we do not need to require the
adversary to be a PPT algorithm.

To be more specific, we provide bounds on adversary resources, including
runtime and number of coin-flips (random bits), as parameters in params; this
allows the adversary to limit its use of resources accordingly. We (next) define the
Concrete Security model M S, which validates that the adversary, indeed, does
not exceed the bounds specified in params. To validate the bounds on the adver-
sary’s runtime and number of coin-flips (random bits), M5 uses out 4.CtrSteps
and out 4.CtrBitFlips, hence, this model should be applied to the transcript
T + Execgs( A),P (params), produced by running the ‘instrumented adversary’
CS(A).

7.2.1 The Concrete Security Model M®S and Resource Bounds

Concrete security defines the adversary’s advantage as a function of the bounds
on adversary resources, specified in params. Specifically, we adopt the following
conventions for the adversary resource parameters. First, params includes an ar-
ray params.bounds.maxCalls, where each entry params.bounds.maxCalls[type]lopr]
contains the maximum number of calls that A is allowed to make to operation
opr of type type. Second, params includes the field params.bounds.maxSteps,
which is the maximum number of steps that the adversary is allowed to take,
and the field params.bounds.mazxBitFlips, which is the maximum number of
bit flips that the adversary is allowed to use.

The Concrete Security model M validates that the adversary never exceeds
these bounds; it is defined as M®S = {(7‘(0870)}, i.e., we expect the adversary
to always limit itself to the bounds specified in params.bounds.

The 75 predicate (Algorithm 8)) ensures that: (1) A does not exceed the

bounds in params.bounds.maxrCalls on the number of calls to each operation,

10 Note this would override any values that A may write on outs.CtrSteps,
out 4.Ctr BitFlips, and outa.LenlInitState, i.e., we essentially forbid the use of
out o.C'trSteps, out o.Ctr Bit Flips, and out 4.LenlInitState by A.
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Algorithm 8 #«C3(T, params) Predicate

1: return (

2: V type € params.bounds.maxCalls:
Mazimum number of calls
3: V opr € params.bounds.maxzCalls[type]: > to each operation with

bounds is not exceeded
{ éG{l,...,T.e}and}
e

T.type[e] = type and < params.bounds.maxCalls[type][opr]
and T.out.CtrSteps < params.bounds.maxSteps

T.opr[ée] = opr

Mazimum number of steps
taken by A is not exceeded

Mazximum number of bit
and T.outa.CtrBitFlips < params.bounds.maxBitFlips > flips used by A is not ex-
ceeded

(2) A does not exceed the bound params.bounds.maxSteps on the number of
steps it takes, and (3) .A does not exceed the bound params.bounds.maxBitFlips
on the number of bit flips it uses.

7.2.2 Satisfaction of Concrete-Security Models and Requirements

When using MoSS for concrete security analysis, for a specification (m, 8), the
function B(params) is a bound on the probability of the adversary winning.
Namely, there is no additional ‘negligible’ probability for the adversary to win,
as we allowed in the asymptotic definitions. When A satisfies M, for every
specification in M, the probability of A winning is bounded by the base function
(. Similarly, when P satisfies R under some model M, for every A that satisfies
M and every specification in R, the probability of A winning is bounded by the
base function S.

This implies that the base function is likely to differ when using MoSS for
asymptotic analysis versus concrete security analysis; e.g., in asymptotic analy-
sis, a specification (7,0) may be used, but in concrete security analysis, (, )
may be used instead, where 3 is a function that returns values in [0, 1], which de-
pend on the resources available to the adversary, e.g., maximal runtime (steps).
This difference should be familiar to readers familiar with concrete-security def-
initions and results, e.g., [5]. However, often we can use the same predicate 7 in
both types of analysis.

We now give the concrete definition of a model-satisfying adversary. Note that
the base function S(params) is a function of the parameters (params), including
the bounds on the adversary resources (params.bounds). To make these bounds
meaningful, a model-satisfying adversary always has to satisfy M (see §.

Definition 4 (Adversary .4 CS-satisfies model M using execution op-
erations X). Let A, X be algorithms and let M be a set of specifications, i.e.,
M = {(m1,01),...}. We say that adversary A CS-satisfies model M using execu-

tion operations X, denoted A ':/:s M, if for every protocol P, params € {0,1}*,
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and specification (m,3) € M U MY, the advantage of CS(A) against P for ©
using X is bounded by B(params), i.e.:

AR (V P, params € {0,1}*, (w, 3) € MU M) : o
© 6755(,4)77:,;((pa7“am8) < B(params)

We also give the concrete definition of requirement-satisfying protocol.

Definition 5 (Protocol P CS-satisfies requirement R under model M
using execution operations X). Let P, X be algorithms, and let R be a set
of specifications, i.e., R = {(m1,1),...}. We say that protocol P CS-satisfies
requirement R under model M using execution operations X', denoted P JC\: v R,
if for every adversary A that CS-satisfies M using execution operations X, every
parameters params € {0,1}*, and every specification (w, ) € R, the advantage

of CS(A) against P for m using X is bounded by S(params), i.e.:

def | (VA st A ):)C(S M, params € {0,1}*, (7,8) € R) :
635(,4),73,;((19&7"&7715) < B(params)

Note that if adversary A CS-satisfies M using X for a model M = {(m1, 81), ...}
where every base function is a positive negligible function in the security param-
eter (i.e., |[params|), then A poly-satisfies M’ using X for M’ = {(m1,0),...} -
i.e., A satisfies a model with the same predicates as M but with all zero-constant
base functions in the asymptotic sense. Similarly, if protocol P CS-satisfies R
under M using X for a requirement R = {(71, 51), ...} where every base func-
tion is a positive negligible function in |params|, then P poly-satisfies R’ under
M using X for R' = {(71,0),...}.

M, X
PESTR )

7.3 Ensuring Polytime Interactions

We next discuss a very different application of the CS Compiler (subsection 7.1)):
ensuring polytime interactions. Let us first explain the polytime interaction chal-
lenge. In most of this work, as in most works in cryptography, we focus on PPT
algorithms and asymptotically polynomial specifications. For instance, consider
where we require A, X', P € PPT and bound the advantage by the
base function plus a negligible function - i.e., a function which is smaller than
any positive polynomial in the length of the inputs, for sufficiently large inputs.

However, when analyzing interacting systems as facilitated by MoSS, there is
a concern: each of the algorithms might be in PPT, yet the fotal runtime can be
exponential in the size of the original input. For example, consider an adversary
A, that, in every call, outputs a state which is twice the size of its input state.
Namely, if the size of the adversary’s state in the beginning was [, then after e
calls to the adversary algorithm A, the size of s 4 would be 2¢-1, i.e., exponential
in the number of steps e.

For asymptotic analysis, we may want to ensure polytime interactions, i.e.,
to limit the total running time of A and P during the execution to be polyno-
mial. Let us first focus on the adversary’s runtime. To limit the adversary’s
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total runtime by a polynomial in the length of its initial input, i.e., length
of params, we use the CS Compiler, i.e., consider the execution transcript of
Execé(S( A),p(params). Specifically, we use the fact that the transcript T in-
cludes the size of the initial state output by A in T.s4.LenInitState, as well as
the total number of steps taken by A in T.s4.CtrSteps.

Define the model Mpoiyady as Mpoiyady = (Tpolyady, 0), where the mporyady
predicate, shown in verifies that T.s4.CtrSteps is bounded by
2-T.s 4.LenInitState. When T' is a transcript returned by Execgs(A)’p (params),
this means that the number of steps taken by A over the whole execution does
not exceed twicdﬂ the size of the initial state output by A, which is bounded
by a polynomial in |params|. Hence, model My ady ensures that the total
runtime of the adversary, over the entire execution, is polynomial in the size of
the input parameters.

Algorithm 9 The TpolyAdv (T, params) Predicate

1: return (T.outAACtTSteps <2- T.out_A.LenInitState)

The Mpo1yadv model ensures polynomial runtime of the adversary, and hence
also a polynomial number of invocations of the protocol. In some situations it is
also important to similarly restrict the protocols, e.g., when proving an impos-
sibility or lower-bound on protocols. Note that for most ‘real’ protocols, such
restrictions hold immediately from assuming the protocol is a PPT algorithm,
since such protocols use bounded-size state and messages (outputs); and total
runtime is polynomial even if we allow linear growth in state and outputs. We
can focus on such ‘reasonable’ protocols by including an appropriate requirement
in the specifications. The technical details are omitted.

8 Conclusions and Future Work

The MoSS framework enables modular security specifications for applied cryp-
tographic protocols, combining different models and requirements, each defined
separately. As a result, MoSS allows comparison of protocols based on the re-
quirements they satisfy and the models they assume. Definitions of models, and
even some generic requirements, may be reused across different works. While,
obviously, it takes some effort to learn MoSS, we found that the rewards of
modularity and reusability justify the effort.

Future work includes the important challenges of (1) developing computer-
aided mechanisms that support MoSS, e.g., ‘translating’ the modular MoSS spec-
ifications into a form supported by computer-aided proof tools, or developing

1 We allow the total runtime to be twice the length of the adversary’s initial state, to
give the adversary additional time so it can also output this initial state, and is left
with enough time for the execution.
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computer-aided proof tools for MoSS specifically, possibly using the modular-
ity lemmas of (2) extending the MoSS framework to support secure
composition, and (3) exploring the ability to support MoSS-like modular speci-
fications in simulation-based frameworks such as UC, and the ability to support
simulation-based specifications in MoSS. Finally, we hope that MoSS will prove
useful in specification and analysis of applied protocols, and the identification
and reuse of standard and generic models and requirements.
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