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Abstract. Security amplification is a fundamental problem in cryptog-
raphy. In this work, we study security amplification for functional en-
cryption (FE). We show two main results:

— For any constant € € (0, 1), we can amplify any FE scheme for P/poly
which is e-secure against all polynomial sized adversaries to a fully
secure FE scheme for P/poly, unconditionally.

— For any constant € € (0, 1), we can amplify any FE scheme for P/poly
which is e-secure against subexponential sized adversaries to a fully
subexponentially secure FE scheme for P/poly, unconditionally.

Furthermore, both of our amplification results preserve compactness of
the underlying FE scheme. Previously, amplification results for FE were
only known assuming subexponentially secure LWE.

Along the way, we introduce a new form of homomorphic secret shar-
ing called set homomorphic secret sharing that may be of independent
interest. Additionally, we introduce a new technique, which allows one
to argue security amplification of nested primitives, and prove a general
theorem that can be used to analyze the security amplification of parallel
repetitions.

1 Introduction

Security amplification is a fundamental problem in which one takes a weakly
secure cryptographic primitive and transforms it into a fully secure primitive. For
instance, suppose (G, E, D) is a public-key encryption (PKE) scheme satisfying
standard correctness, but which only satisfies the weak security guarantee that
there exists a constant € € (0, 1) such that for all messages mg, m; € {0,1}* and
for all polynomial-time adversaries A, we have

| Pr{A(pk, B(pk, mo)) = 1 | (pk,sk) « G(1*)]
— Pr[A(pk, E(pk, m1)) = 1| (pk,sk) « G(1V)]| < c.

Then, the relevant security amplification goal for such an e-secure public-key
encryption would be to construct a new PKE (G’, E’, D’) that satisfies standard
security, where the constant € above would be replaced with a negligible function
in A. It has long been known [22,37] that the security of e-secure PKE can be
amplified to achieve fully secure PKE unconditionally. (Remarkably, however,



there are still natural questions about security amplification for e-secure PKE
that remain open — see below.)

Aside from being a fundamental question in its own right, security ampli-
fication also opens the door to building cryptographic primitives from new in-
tractability assumptions. For instance, in the future, we may discover natural
sources of hardness that yield cryptographic primitives with only a weak level of
security. Using security amplification, such novel sources of hardness would still
yield fully secure cryptographic primitives. This motivation is especially impor-
tant for cryptographic primitives for which only a few assumptions are known
to yield that primitive.

There have been numerous works throughout the years on security amplifi-
cation for various cryptographic primitives (for example, [5,8,13,19-21,31-33,
35-38,41,47,50-52,54,59,62,63]). As with all cryptographic primitives, minimiz-
ing assumptions is a major goal in security amplification research. Indeed, unlike
many results in cryptography, security amplification results can be unconditional
(e.g. [13,19,21,33,35-38,47,51,52, 54,59, 62,63]).

Security Amplification for Functional Encryption. The focus of this paper is to
study security amplification in the context of functional encryption. Functional
encryption (FE), introduced by [56] and first formalized by [18,53], is one of the
core primitives in the area of computing on encrypted data. This notion allows an
authority to generate and distribute keys associated with functions fi,..., fq,
called functional keys, which can be used to learn the values fi(z),..., fq(z)
given an encryption of z. Intuitively, the security notion states that the functional
keys associated with fi,..., f; and an encryption of x reveal nothing beyond the
values fi(x),..., fq(x).

Functional encryption has been the subject of intense study [1,3,5,8-10, 16,
17,24-29, 39, 45, 46, 48, 49, 55, 56] and has opened the floodgates to important
cryptographic applications that have long remained elusive. These applications
include, but are not limited to, multi-party non-interactive key exchange [27],
universal samplers [27], reusable garbled circuits [28], verifiable random func-
tions [11, 14, 30], and adaptive garbling [34]. FE has also helped improve our
understanding of important theoretical questions, such as the hardness of Nash
equilibrium [26,27]. One of the most important applications of FE is its impli-
cation to indistinguishability obfuscation (iO for short) [9,16]. There have also
been several recent works on functional encryption combiners [2,7,40] and the
related problem of iO combiners [6,23]. While amplifiers allow one to trans-
form a weakly secure candidate into a fully secure one, combiners allow one to
take many candidates of which at least one is fully secure (and the others are
potentially completely insecure) and transform them into a fully secure scheme.

Our Results. Remarkably, although functional encryption was introduced 15
years ago in [56], security amplification for e-secure FE, defined analogously to
e-secure PKE above, was first studied only recently in [5, 8], which achieved
amplification assuming subexponentially secure LWE. In fact, no security ampli-
fication results for FE are known under any other assumptions. In this paper,



we show that one can obtain amplification for FE unconditionally. In particular,
we obtain the following:

Theorem 1 (Informal). Assuming an e-secure FE scheme for P/poly secure
against all polynomial sized adversaries for some constant € € (0,1), there ex-
ists a fully secure FE scheme secure against all polynomial sized adversaries.
Furthermore, the transformation preserves compactness.

Additionally, our amplification result can be generalized to hold against larger
adversaries, in particular, adversaries of subexponential size.

Theorem 2 (Informal). Assuming an e-secure FE scheme for P/poly secure
against subexponential sized adversaries for some constant € € (0,1), there exists
a subexponentially secure FE scheme. Furthermore, the transformation preserves
compactness.

As a consequence of the above theorem and the FE to iO transformations
of [9,15,16,42,44], we observe that we can construct iO from an e-secure FE
scheme secure against subexponential sized adversaries without the need for any
additional assumptions.

Techniques and additional results. To achieve our results, we introduce and con-
struct a new form of homomorphic secret sharing called set homomorphic secret
sharing (SetHSS), informally defined below in our Technical Overview. This
generalizes a recent notion of combiner friendly homomorphic secret sharing
introduced in [40] to a probabilistic scenario tailored for security amplification.

Our work also involves an intertwined use of hardcore measures [12, 38,43,
51,61] and efficient leakage simulation [20,41,57,58,60]. First, we improve upon
and simplify a technique introduced in [5, 8] and then used in [31] that allows
one to argue that some fraction of many parallel repetitions of a weakly se-
cure primitive are likely to be secure. The original technique critically uses the
leakage simulation theorems [20,41] in conjunction with a hardcore measure the-
orem [51], which allows one to escape the computational overhead of sampling
from hardcore measures. We simplify their technique by using a different leakage
simulation theorem [57] which allows for more direct simulation of the applicable
leakage. Moreover, we introduce a new “fine-grained” analysis that is crucial to
achieving the parameters we need for unconditional amplification. Finally, we
isolate the core of their technique and derive a general and applicable theorem
(which we call the probabilistic replacement theorem). This theorem is not spe-
cific to any cryptographic primitive and, thus, we believe that it might be useful
for future efforts in cryptographic amplification beyond FE.

Our second technique is a new technique which allows one to argue security
amplification of nested encryptions. In particular, using this technique, we are
able to prove the following:

Theorem 3 (Informal). For any constant € € (0,1) and e-secure FE scheme
FE, the FE scheme FE* obtained by composing FE with itself is € + negl(\)

-Secure.



We remark that this technique can also be generalized to argue similar security
for public-key encryption (PKE). As such, we also show the following:

Theorem 4 (Informal). For any constant € € (0,1) and e-secure PKE scheme
PKE, the PKE scheme PKE™ obtained by composing PKE with itself is €2+negl(\)

-Secure.

Prior to our paper, to the best of our knowledge, it was not known how to prove
that a simple nesting provided this amplification even for public-key encryption.

Lastly, we remark that this amplification by nesting technique also critically
relies on a combination of leakage simulation and hardcore measures. We believe
our results exemplify how potent this combination can be for security amplifi-
cation of cryptographic primitives.

2 Technical Overview

To establish our results, we proceed in two phases:

1. First, we construct an amplifier that converts an e-secure FE scheme for
any constant € € (0,1) to an €-secure FE scheme for any arbitrarily small
constant € < e.

2. Second, we construct an amplifier that converts an e-secure FE scheme for
any sufficiently small constant e < % to a fully secure FE scheme.

The above template also works to give an amplifier that is subexponentially
secure (Theorem 2). By composing the amplifiers of these two stages, we arrive
at our results. We will begin by focusing on the second stage of our amplification
procedure, namely, how we amplify an FE scheme that is e-secure for a constant
€< % to one that is fully secure.

2.1 Amplification via Secret Sharing and Parallel Repetition

Typically, in order to amplify a weakly secure primitive to a fully secure one,
one proceeds by constructing a scheme that uses many copies of the weakly
secure primitive and is secure if a fraction of these copies are secure. Intuitively,
we expect that if these copies of the weakly secure primitive are independent,
then at least some fraction should be secure, and the resulting construction will
also be secure. This idea of parallel repetitions of the weakly secure primitive
is utilized typically in tandem with a secret sharing scheme. For example, the
canonical public-key encryption amplifier works by secret sharing the message
and then encrypting each of these shares independently in parallel using the
weakly-secure public-key encryption scheme [47]. This paradigm has also been
used to amplify other primitives such as non-interactive zero-knowledge [31], by
constructing a suitable secret sharing scheme.

In order to amplify functional encryption (FE), a natural approach to utilize
this framework is via function secret sharing (FSS). Function secret sharing
allows one to split a function f into shares fi,..., f, such that for any input



x, we can also split x into shares z1,...,z, such that learning the evaluations
fi(z1),..., fo(zs) allows one to recover f(z). Informally, the security property
associated with a function secret sharing scheme is that given all but one of
the input shares, the input should remain hidden (beyond what is revealed by
f(z)) even if one is given all the function shares and their evaluations on the
input shares. If we had such a function secret sharing scheme, we could simply
encrypt each input share x; under an instantiation FE; of our weakly secure FE
scheme to obtain ct;. A ciphertext in our scheme would be (ct;);e[n). Similarly,
key generation could use FE; to generate a key sk; for the function f;. The
function key in our scheme would then be (sk;);c[,). From these ciphertexts and
function keys, one could learn (f;(2;));c[n) and recover f(x). For security, one
would expect that if the FE scheme is weakly secure, then at least one out of
the n instantiations would be secure, in which case, the overall scheme’s security
would follow by the security of the function secret sharing scheme. This general
approach was used in [5, 8] to amplify FE assuming subexponentially secure
LWE.

In this work, our goal is to amplify FE unconditionally. We first observe
that we can assume secure one-way functions and still achieve unconditional
amplification since a weakly-secure FE implies a weakly-secure one-way function,
which can subsequently be amplified using the result of [38]. Unfortunately, we
do not know how to construct function secret sharing schemes of the above
form assuming only secure one-way functions. However, we note that the above
function secret sharing scheme allows up to n — 1 of the shares to be corrupted
while maintaining security. Yet, if we take many copies of an e-secure FE scheme,
we would expect roughly a (1 — ¢€) fraction of copies to be secure, not just
one! Thus, the above function secret sharing scheme has a stronger security
property than the one we would intuitively expect to require for amplification.
All we actually need is a secret sharing scheme that is secure against typical
corruption patterns (that is, one that is secure with high probability if each
share is corrupted independently with some probability p). To capitalize on this
intuition, we introduce and construct a new type of homomorphic secret sharing
scheme, called a set homomorphic secret sharing scheme.

Set Homomorphic Secret Sharing Scheme. In a set homomorphic secret sharing
(SetHSS) scheme, function shares are associated with sets (7});c[m], where each
set T; C {1,2,...,n}. The input z is split into n shares z1,...,x,. A function
fi associated with the set T; takes as input all x;’s such that j € T;. Thus, we
can think of the T;’s as sets of the indices of the input shares that the function
takes as input. The security guarantee is that if the adversary corrupts some of
the T;’s and learns all the input shares corresponding to these sets, security still
holds provided there is at least one input share x;« that the adversary does not
learn.

Using a SetHSS scheme, it is possible to build (what we expect to be) an
FE amplifier. We follow the same approach detailed above for a function secret
sharing scheme to build FE, except we instead use SetHSS with respect to sets
(Ti)iem)- That is, we run m copies of the FE setup algorithm to obtain m



master secret keys (msk;)ic[m). To encrypt a message x, we n-out-of-n secret
share x into shares z1,...,x,. For each i € [m], we encrypt (z;);er, under
msk; to obtain ct; and set the ciphertext ct as (ct;)ie[m. To generate function
keys, we use the SetHSS scheme to obtain function shares f1,..., f,, and then
set sky = (sk;)ie[m], where sk; is the function key for f; generated using msk;.
Observe that by the correctness of the SetHSS scheme and the FE scheme, the
above is a correct FE construction. Since the FE scheme is only weakly-secure,
if we assume that each encryption becomes corrupted with some probability p
(this corresponds to a set T; becoming corrupted in the SetHSS scheme), we
can calculate the probability that the SetHSS scheme remains secure when the
corresponding input shares are leaked.

The question that naturally follows is how do we construct such a SetHSS
scheme? The first step towards this was taken in the recent work of [40], which
introduced a specialized form of function secret sharing, called combiner-friendly
homomorphic secret sharing (CFHSS), which was constructed assuming only
one-way functions. Essentially, a CFHSS is a SetHSS where m = (g), and the sets
T; are all possible size 3 subsets of {1,2,...,n}. We observe that unfortunately,
such a SetHSS scheme will not suffice for our purposes, because if any constant
fraction of the sets T; are corrupted, then almost certainly every input share x;
would be corrupted.

Instead, for some parameters n and m, we generate sets (77);c[,,) by including
each element in [n] in each T; independently at random with some probability g.
We can then calculate two probabilities: First, we can ensure that the probability
that at least one share x; is not corrupted, is sufficiently high — this should
intuitively guarantee security. Second, we can ensure that all sets of size 3 are
covered by at least one of the sets T; — this will allow us to ensure correctness
by setting the function share f; in our SetHSS scheme to be the concatenation
of the CFHSS function shares corresponding to each size 3 subset contained in
T;.

It turns out that setting the parameters n, m, and ¢ above to achieve both
properties simultaneously is nontrivial, and, in fact, we iterate this process twice.
The first SetHSS scheme lets us amplify from e < & security to 1/ poly()) se-
curity. The second SetHSS scheme lets us amplify from 1/ poly(A) security to
negligible (or sub-exponential) security.

However, our security calculations only give us a sense of what we expect the
resulting security level to be. How do we actually prove that the scheme attains
this level of security?

2.2 Proving Security: Probabilistic Replacement Theorem

Consider the following situation: There are n € N independent copies of some
primitive that is known to be only weakly secure (over the randomness of the
primitive) for some notion of security. Then, one wants to claim that if n is large
enough, with high probability, at least one of these n instantiations will be secure.
Or as a stronger notion, one might want some fraction of the n instantiations to
be secure. This is useful when security of some larger primitive holds provided



that some fraction of these n instantiations are secure. For example, if one were
to additively secret share a message and then independently encrypt each share,
the message remains hidden as long as at least one of the encryptions cannot be
broken.

Proofs using Hardcore Lemmas: Typical proofs of this sort rely on hardcore
lemmas that define hardcore measures. First, we review the notion of a hardcore
measure. Suppose that a primitive is secure with some low probability over its
randomness. Then, Impagliazzo’s hardcore lemma [38] states that there exists
some “hard core” of the primitive’s randomness such that the primitive is secure
with high probability (against a somewhat smaller class of adversaries) when
its randomness is restricted to this “hard core”. In other words, though the
primitive may be weakly secure over uniform randomness, there is some “hard
core” portion of the randomness on which the primitive is strongly secure. This
“hard core” may be defined as a measure over the randomness (which we call a
hardcore measure) or as a subset of the randomness (which we call a hardcore
set). A more precise specification of the relationship between the security gain
and the density of the hardcore measure can be found in various hardcore lemmas
(refer to Section 3).

Then, typical security amplification proofs proceed as follows: In the sce-
nario above, each of the n instances of the primitive independently samples its
randomness from a uniform distribution. However, this is equivalent to having
each primitive sample its randomness from its hardcore measure with probability
proportional to the density of the hardcore measure and sample from the comple-
ment of the hardcore measure with probability proportional to the density of the
complement. When considered this way, if the density of the hardcore measure
is large enough, with high probability, some of the instances of the primitive will
sample randomness from their hardcore measures. Therefore, those primitives
are secure by the definition of the hardcore measure.

Dealing with the Time Complexity of Sampling Hardcore Measures: Now, this
proof technique works whenever it is the final step in a larger proof of security.
But what happens when this is not the case? For instance, suppose we inde-
pendently encrypt secret shares of a message m, and then after claiming some
fraction of the encryptions are secure, suppose we want to move to an experiment
where the secure shares are replaced with shares corresponding to the message 0.
A natural idea would be to replace the shares known to be secure (those where
the randomness of the encryption was sampled from the hardcore measures) with
simulated shares via a reduction to some notion of indistinguishability between
the real and simulated shares when the real shares are hidden.

We note that the reduction in this case, upon receiving either the simulated
or real shares, would need to encrypt these challenge shares using the secure
encryption instances. This means the reduction needs to sample randomness
from the hardcore measures of the encryption. This can be problematic because
there is no bound on the efficiency of sampling from these hardcore measures.
Therefore, there is no bound on the efficiency of the reduction. This would be fine



if the secret sharing satisfied a statistical notion of security. Unfortunately, this
will not work if the underlying secret sharing scheme achieves only computational
security, such as is the case with our SetHSS scheme. In general, the same issue
can occur whenever computational assumptions need to be used in the remainder
of the proof of security, after applying an appropriate hardcore lemma.

In essence, the issue is that once one uses the fact that one is sampling from
the hardcore measures to prove that an instance is secure, then later reductions
may also have to sample from the hardcore measures. But this sampling may not
be efficient, so the reduction may also be inefficient. To address this problem,
we build upon a technique introduced in [5,8]. We first observe that hardcore
measures of sufficiently high density also have high min-entropy. Then, we use a
leakage simulation theorem from [57] which allows one to simulate sampling from
measures with high min-entropy in a manner that is more efficient; by careful
choice of parameters, we show that this simulation can be made efficient enough
to allow us to perform cryptographic reductions. This allows one to continue
performing reductions even after one has invoked the hardcore measures (instead
of sampling from the hardcore measure, we can instead run the simulator for
the measure). Furthermore, we can ensure that the simulator is independent
of some of its inputs through the appropriate use of commitments. We note
that instead of using [57] for leakage simulation, [5,8] uses a different leakage
simulation lemma [20] that deals with low output length leakage instead of high
min-entropy leakage and, therefore, requires the leakage to be first transformed
into an appropriate form. Our proof is thus simpler and more direct. Additionally,
by considering the output of the simulator as a single joint distribution, we can
also get slightly better and more fine-grained parameters, which allows us to
get polynomial time simulators for all of the appropriate parameter regimes we
use in this paper. We then present the core of this technique in a more abstract
and modular way so that it can be applied to other situations and proofs. We
note that our abstracted theorem does not refer to hardcore measures at all, but
instead refers to the more natural problem of claiming that some fraction of n
primitives is secure.

The Probabilistic Replacement Theorem: More specifically, suppose there are
two randomized functions F and F that are weakly indistinguishable over their
randomness. Then, our theorem shows indistinguishability between the following
two experiments: In one experiment, the adversary gets n independent evalua-
tions of E on n inputs. In the other experiment, we probabilistically replace
some of the instances of E with F. Then, we give the adversary evaluations of
these instances of E and F' using randomness generated by some bounded-time
function h. Essentially, we show that one can replace some of the instances of
FE with instances of F', while still maintaining overall efficiency. Please refer to
Section 7 for more details.

Relating this back to the notion of security, we could let F' be a “secure”
variant of some primitive E. For instance, F' could be an encryption of 0 and
FE an encryption of the message m. If E is weakly secure in the sense that F is
weakly indistinguishable from F', then if one has enough independent instances



of E, we show that at least some fraction of them will be secure (in the sense
that one can replace these instances of F with the secure variant F'). For more
details, please refer to the proof overview in Section 7.

Applying the Probabilistic Replacement Theorem: Having shown the probabilis-
tic replacement theorem (Section 7), it is now possible to prove the security of
our FE amplifier described above fairly easily. Roughly, we will use the proba-
bilistic replacement theorem to replace FE encryptions of SetHSS shares with
simulated FE encryptions. Once this has been done, we can use the security of
the underlying SetHSS scheme to argue security of our FE amplifier.

Setting the Parameters: By appropriately setting the parameters n (number of
input shares), m (number of sets in the SetHSS scheme), and ¢ (the probability
of an element in [n] being included in any set), we are able to show that our
construction indeed amplifies security. We will have to apply the construction
twice. First, we are able to amplify from a constant € < % secure FE scheme to
one that is 1/ poly(\) secure. Then, we are able to amplify a 1/ poly(A) scheme
to one that is fully secure. An astute reader may have noticed that at each in-
vocation of our amplifier, we also lose some correctness. However, in between
applications of our amplifier, we can easily amplify correctness by parallel rep-
etition. This is because we only need one of our repetitions to be correct. This
approach does lose a factor of security proportional to the number of repetitions,
but the parameters can be set so that overall we gain in security while preserving
correctness. Please refer to Section 8 for more details.

2.3 Amplifying Security via Nesting

The above FE amplifier was already sufficient to amplify an e-secure FE scheme
with € < % to a fully secure one. However, we would like to be able to amplify an
e-secure FE scheme for any constant € € (0,1). Here, we show how to amplify an
e-secure FE scheme for any € € (0, 1) to an €’-secure FE scheme for any ¢’ € (0, 1).
To do this, we first show how to amplify an e-secure FE scheme to a (roughly)
€e2-secure one. By repeatedly applying this transformation a constant number of
times, we can amplify to any smaller constant. The construction itself is to simply
nest two independent copies of the underlying e-secure FE scheme. Namely, first
encrypt the message under FE; to compute ct; and then encrypt ct; under
FE; to obtain the final ciphertext ct, with appropriate functional secret keys.
Intuitively, since there are two layers of encryption, where each layer is secure
with probability (1 — €), we would expect the double encryption to be secure
with probability (1 — €2). However, proving this requires some care. Indeed, to
the best of our knowledge, such a security amplification result, even for nested
public-key encryption, was not previously known.

Proof Overview: As noted above, we expect our nested scheme to be secure if
one of the encryption layers is secure. Now, if we could prove that each layer is
independently insecure with probability at most €, then we could show that the



amplified FE* scheme is only insecure with probability at most 2. Unfortunately,
the security of the two layers is not independent; in general the hard core sets
of randomness which lead to secure encryptions could depend on the message
being encrypted. Instead, we will achieve similar amplification by in some sense
“simulating” the security of the outer FE in a way that is independent of the
security of the inner FE.

First, we quantify the security of the outer FE using hardcore measures. If
we have an e-secure FE, then for any fixed output of the inner FE, the outer FE
is secure with probability at least 1 — e. Therefore, by [51], there exist hardcore
measures (of density 1 — €) of the randomness of the outer FE such that the
outer FE is strongly secure when its randomness is sampled from these hardcore
measures. So, with probability at least 1 — €, we sample randomness from the
hardcore measures of the outer FE and achieve security via these hardcore mea-
sures. But with probability €, we have no guarantee that the outer FE is secure,
so we must rely on the security of the inner FE.

Now, we want to show that conditioned on the outer FE being potentially
insecure (i.e. when we do not sample from these hardcore measures), then the
inner FE is still only insecure with probability close to €. In other words, we
want to show that the security of the inner and outer FE schemes are close
to independent. To do so, we need to perform a reduction to the e-security of
the inner FE. At this point, we run into two issues. First, in order to perform
our reduction to the security of the inner FE, we will need to sample from the
complement hardcore measures of the outer FE. (Recall that we first conditioned
on the outer FE being potentially insecure.) However, this is problematic because
we have no bound on the efficiency of computing or sampling from these hardcore
measures. Secondly, the hardcore measures of the outer FE depend implicitly on
the randomness used by the inner FE. Or, in other words, the security of the
outer FE, as quantified by these measures, is not independent of the security of
the inner FE.

To resolve these issues, we need to find a way to give an efficient reduction
to the security of the inner FE, despite the inefficiencies and dependencies out-
lined above. Intuitively, we proceed as follows: Our reduction takes as input the
ciphertext produced by the inner FE. The reduction then uses the fact that the
complement of the hard core measure of the outer FE has density € to efficiently
simulate randomness that is indistinguishable from hardcore randomness; this
simulation uses the leakage simulation theorem of [57]. This allows our reduc-
tion to create the outer FE ciphertext that the adversary expects. Please refer
to Section 9 for more details.

2.4 Organization

In Section 3, we recall necessary preliminaries. In Section 4, we define functional
encryption notions with partial security. In Sections 5 and 6, we define and
instantiate set homomorphic secret sharing schemes and analyze their correctness
and security when the underlying sets are sampled in a probabilistic manner.
In Section 7, we state and prove the Probabilistic Replacement Theorem. In
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Section 8, we show our parallel repetition amplification theorem. In Section 9,
we show our nesting amplification theorem. In Section 10, we show that nesting
amplifies the security of public-key encryption. Finally, in Section 11, we combine
our nesting and parallel repetition amplification results.

3 Preliminaries

Notation Let A € N be the security parameter. Throughout, we define various
size and advantage parameters as functions of \. We say that a function f(A) is
negligible, denoted f(\) = negl()), if f(A) = A=), We say that a function f(\)
is polynomial, denoted f(X) = poly(}), if f(A) = p(\) for some fixed polynomial
p. Throughout, when we write inequalities in terms of functions of A\, we mean
that these inequalities hold for sufficiently large A. For n € N, let [n] denote the
set {1,...,n}. For a set S, let  + S denote the process of sampling = from the
uniform distribution over S. For a distribution D, let x - D denote the process
of sampling = from D.

Definition 1 ((s,€)-Indistinguishability). We say that two ensembles X =
{X}ren and Y = {W}ren are (s, €)-indistinguishable if for any adversary A of
size s,

Pr [A(l’\,:v)]— Pr [A(l’\,y)] <e

T X\ YV

for sufficiently large A € N.

Notation We will say that ensembles satisfy (poly(A) - s, €)-indistinguishability
if the ensembles satisfy (p(A)-s, €)-indistinguishability for every polynomial p()).

We will make use of the following Chernoff bound in our analysis.

Definition 2 (Chernoff Bound). Let X1, Xo, ..., X, be independent and iden-
tically distributed Boolean random variables. Let X = Zie[n] X; and let p =

E[X]. Then, for 6 > 1,

Sp

PriX > (1+d)pul<e 5.

We define a measure.
Definition 3. A measure is a function M : {0,1}* — [0,1].

— The size of a measure is [M| =3 o1y M(2).

— The density of a measure is u(M) = |M|27F.

— The distribution defined by a measure (denoted by Dy ) is a distribution over
{0,1}*, where for every x € {0,1}*, Prx. p,[X = z] = M(z)/|M|.

— A scaled version of a measure for a constant 0 < ¢ < 1 is M, = cM. Note
that M. induces the same distribution as M.

— The complement of a measure is M =1 — M.

11



3.1 Useful Lemmas

We defer this section to the full version.

4 Functional Encryption
We define the notion of a (secret key) functional encryption scheme.

Syntaz of a Functional Encryption Scheme. A functional encryption (FE) scheme
FE for a class of circuits C = {Cx} xen consists of four polynomial time algorithms
(Setup, Enc, KeyGen, Dec) defined as follows. Let X be the input space of the cir-
cuit class Cy, and let ) be the output space of Cy. We refer to X and ) as
the input and output space of the scheme, respectively.

— Setup, msk < FE.Setup(1*): It takes as input the security parameter A and
outputs the master secret key msk.

— Encryption, ct «+ FE.Enc(msk, m): It takes as input the master secret key
msk and a message m € X and outputs ct, an encryption of m.

— Key Generation, skc <+ FE.KeyGen (msk, C): It takes as input the master
secret key msk and a circuit C' € Cy and outputs a function key sk¢.

— Decryption, y + FE.Dec (skc, ct): It takes as input a function secret key
skc, a ciphertext ct and outputs a value y € V.

We can similarly define the notion of a public key FE scheme, and our results
in this work also hold for public key FE. However, we choose to focus on secret
key FE, as this is a weaker primitive.

We describe the properties associated with an FE scheme.

Correctness.

Definition 4 (Approximate Correctness). A functional encryption scheme
FE = (Setup, KeyGen, Enc, Dec) is said to be p-correct if it satisfies the following
property: for every C : Xy — Y\ € Cx,m € X it holds that:

msk < FE.Setup(1*)
ct « FE.Enc(msk, m) N
skc + FE.KeyGen(msk,C) | =
C(m) « FE.Dec(sk¢, ct)

where the probability is taken over the coins of the algorithms.

We refer to FE schemes that satisfy the above definition of correctness with
w=1—negl(A\) for a negligible function negl(-) as correct.
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Efficiency: Sublinearity and Compactness.

Definition 5 (Sublinearity and Compactness). A functional encryption
scheme FE for a circuit class C containing circuits of size at most s that take
inputs of length £ is said to be sublinear if there exists some constant € > 0 such
that the size of the encryption circuit is bounded by s'=¢ - poly(\,£) for some
fized polynomial poly. If the above holds for e = 1, then the FE scheme is said
to be compact.

In this work, we will focus on FE schemes that are sublinear (and possibly
compact).

Security. We recall indistinguishability-based super-selective security for FE.
This security notion is modeled as a game between a challenger Chal and an
adversary A. The game begins with A submitting message queries (;);e[r], a
challenge message query (z§,x7), and a function query C. Chal samples a bit b
and responds with ciphertexts corresponding to (7;);c;r) and x; along with a
function key sk¢ corresponding to C'. A wins the game if she can guess b with
probability significantly more than 1/2 and if C(af) = C(z}). That is to say,
the function evaluation computable by A on the challenge ciphertext gives the
same value regardless of b. We can define our security notion in terms of the size
s = s(A) of adversaries against which security holds and an advantage € = e(\)
that such adversaries can achieve. We say such a scheme is (s, €)—secure.

Definition 6 ((s,¢)-secure FE). A secret-key FE scheme FE for a class of
circuits C = {Cx}aepn and message space X = {Xx}re) 5 (8, €)-secure if for
any adversary A of size s, the advantage of A is

AdVEE = [Pr[Expti (1*,0) = 1] — Pr[Exptly (11, 1) = 1] <,

where for each b € {0,1} and X\ € N, the experiment Expt’s(1*,b) is defined
below:

1. Challenge queries: A submits message queries (x;);cr), o challenge mes-
sage query (xf,x3), and a function query C to the challenger Chal, with
x; € Xy for alli € [I'], x§, 25 € Xy, and C € Cy such that C(z§) = C(z7).
Here, I is an arbitrary (a priori unbounded) polynomial in A.

2. Chal computes msk < FE.Setup(1*) and then computes ct; + FE.Enc(msk,
x;) for all i € [I']. It then computes ct* < FE.Enc(msk,z}) and sk <«
FE.KeyGen(msk, C'). It sends ((ct;)ie[r, ct*, ske) to A.

3. The output of the experiment is set to b', where b’ is the output of A.

Adaptive Security and Collusions. The above security notion is referred to as
super-selective security in the literature. One can consider a stronger notion of
security, called adaptive security with unbounded collusions, where the adversary
can make an unbounded (polynomial) number of function secret key queries and
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can interleave the challenge messages and the function queries in any arbitrary
order. In this paper, we only deal with super-selectively secure FE schemes.
However, it holds for any fully-secure sublinear FE scheme that these notions
are equivalent [4,42], and therefore, we only focus on super-selective security in
this work, as it is a simpler starting place.

4.1 Semi-Functional FE

In this work, to simplify some constructions and proofs, we will consider the
notion of semi-functional FE (sFE). Semi-functional FE is simply a functional
encryption scheme with two auxiliary algorithms. We defer the definition to the
full version.

5 Set Homomorphic Secret Sharing Schemes

In [40], as an intermediate step in their construction of an FE combiner, they
define and construct what they call a combiner-friendly homomorphic secret
sharing scheme (CFHSS). We defer the definition to the full version. [40] show
the following.

Theorem 5 ( [40]). Assuming one-way functions, there exists a combiner-
friendly homomorphic secret sharing scheme for P/poly for n = O(poly()))
candidates.

Moreover, [40] also show the following extension of the above theorem, when
the underlying OWF is (O(s), O(s~1))-secure for s = w(poly())).

Theorem 6 ( [40]). Assuming an (O(s), O(s1))-secure one-way function, there
exists an (O(s), poly(\) - O(s™1))-secure combiner-friendly homomorphic secret
sharing scheme for P/ poly for n = O(poly()\)) candidates. Moreover, the size of
InpEncode is independent of the size of the circuit class and the size of any C; ;

is bounded by |C| - poly(\,n) for some fized polynomial.

In this work, we extend the notion of a combiner-friendly homomorphic secret
sharing scheme [40] to a more general setting, which will be useful for amplifi-
cation. The CFHSS scheme of [40] implicitly restricts the shares to correspond
to all subsets T' C [n] with |T'| = 3. This is clear by simply noting that we can
think of the share s; j . as corresponding to the set T' = {i, 7, k} (the construction
in [40] does not care about the ordering of 4, j, k, so there are only (g) shares in
their construction, not n3). For amplification, we will need to use a more general
approach, where we allow the sets to be arbitrary and given as input to the
scheme.

Definition 7. A set homomorphic secret sharing scheme, SetHSS = (InpEncode,
FuncEncode, Decode), for n € N candidates, m € N sets {T;};cm), where each
set T; C [n], and a class of circuits C = {Cx}ren with input space Xy and output
space Yy consists of the following polynomial time algorithms:
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— Input Encoding, InpEncode(1*, 17, {T:}icim), ®): It takes as input the secu-
rity parameter A, the number of candidates n, a collection of m sets {T;}ic[m)
where each set T; C [n], and an input © € X\ and outputs a set of input
shares {si}icim)-

— Function Encoding, FuncEncode(1*,17, {Ti}icim), C): It takes as input the
security parameter A, the number of candidates n, a collection of m sets
{Ti}icim), where each set T; C [n], and a circuit C € C and outputs a set of
function shares {Ci}ie[m)-

— Decoding, Decode({C;(s;) }ieim, {Ti}iem)): It takes as input a set of eval-
uations of function shares on their respective input shares and m sets and
outputs a value y € Y U {L}.

A set homomorphic secret sharing scheme, SetHSS, for sets {T;}icpm) has the
following properties:

— Correctness: For every A € N, circuit C € Cy, and input x € X\, it holds
that:

{si}ie[m} — Ianncode(l’\, 17, {ﬂ}ie[m],x)
Pr | {Ci}iepm) < FuncEncode(1*, 17, {Ti}icm), C) | = 1 — negl(X),
C(x) < Decode({Ci(s:) Yicim)» {Ti }iem))

where the probability is taken over the coins of the algorithms and negl(\) is
a negligible function in .
— Security:

Definition 8 (IND-secure SetHSS). A set homomorphic secret sharing
scheme SetHSS for a class of circuits C = {Cx}e) with input space X =
{Xa ey and sets {T;}icpm) is selectively secure if for any PPT adversary
A, there exists a negligible function u(-) such that for all sufficiently large
A €N, the advantage of A is

AdviletHss = Pr[ExptiftHss(l’\, 1",0)=1] — Pr[ExptiftHss(l’\, 1",1) = 1]} < p(N),

where for each b € {0,1} and A € N andn € N, the experiment Expt>e'>°(1*, 17, b)
is defined below:

Exptyy™ > (1,17, b)

1. Secure share: A submits an index i* € [n] that it will not learn
the input shares for.

2. Challenge input queries: A submits input queries,

¢ ¢
(%’xl)ee[m

with zf, x5 € X\ to the challenger Chal, where L = poly()) is chosen
by A.

3. For all £, Chal computes {sf}ie[m] < InpEncode(1*, 17, {Ti}ie[m],xﬁ).
For all ¢, the challenger Chal then sends {Sf}ie[m],i*QTw the input
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shares that do not correspond to a set containing i*, to the adversary
A.

4. Function queries: The following is repeated an at most polynomial
number of times: A submits a function query C € Cy to Chal. The
challenger Chal computes function shares {C;};cjm) <= FuncEncode(
1*, 17, {Ti}icim), C) and sends them to A along with all evaluations
{Ci(s9)Yiem) for all £ € [L].

5. If there exists a function query C and challenge message queries
(z§, ) such that C(x§) # C(x%), then the output of the experiment
is set to L. Otherwise, the output of the experiment is set to U,
where V' is the output of A.

We refer to a SetHSS scheme that satisfies the correctness and security prop-
erties as a correct and secure SetHSS scheme, respectively.

5.1 SetHSS from CFHSS

Given the CFHSS scheme from [40], we can construct a correct SetHSS scheme for

sets T1,T5, ..., Ty, provided that {T}};c[m) covers all subsets of size 3 (formally

defined in Def. 9). Looking ahead, our SetHSS scheme will remain secure if the

corruption pattern on the T;’s is such that some element j € [n] is not in any

corrupted set. This is exactly the unmarked element condition in Sec. 6.
Formally, we show the following.

Theorem 7. Assuming one-way functions, there exists a set homomorphic se-
cret sharing scheme for P/ poly for n = O(poly())) candidates for sets Ty, Ta, ..., T,
that cover all subsets of size 3. Moreover, security holds regardless of the sets
Ty, 1o, ..., Th.

We simultaneously also show the following for s = w(poly(A)).

Theorem 8. Assuming an (O(s),0(s~1))-secure one-way function, there ex-
ists an (O(s), poly(\) - O(s™1))-secure set homomorphic secret sharing scheme
for P/ poly for n = O(poly(\)) candidates for sets Ty, Ts, ..., Ty, that cover all
subsets of size 3. Security holds regardless of the sets Th,Ts, ..., Ty. Moreover,
the size of the circuit InpEncode(-) is independent of the size of the circuit class
and the size of any function encoding C; has size bounded by |C| - poly(\,n, m)
for some fized polynomial.

We defer the proofs of these theorems to the full version.

6 Covering Sets
In this section, we will define some properties of covering sets that will be useful

in our FE construction. Informally, covering sets are a collection of sets (X;) such
that some other collection of sets (Y;) are covered by the X;’s. By this, we mean
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that every Y; is a subset of some X;. As discussed previously, our overall plan for
constructing an amplified FE is to use a set homomorphic secret sharing scheme,
which will allow us to secret share the message into n shares and then encrypt m
sets, each which contains some of the n shares. Thus, we can think of the X;’s as
subsets of [n]. However, we only know how to construct such set homomorphic
secret sharing schemes if the sets cover all subsets of size 3. Furthermore, these
set homomorphic secret sharing schemes have a specific security property defined
in Section 5. In this section, we analyze the probability that randomly sampled
sets will cover all size ¢ subsets and the probability that the security property
is satisfied when the sets are randomly corrupted. These probabilities will be
instrumental in analyzing the correctness and security properties of our amplified
FE construction in Section 8.1.

Definition 9 (Set t-Covering). We say that a collection of sets Th, T, ..., T,
over [n] covers all subsets of size t if for every T’ C [n] with |T’| = t, there exists
some i € [m] such that T' C T;.

Definition 10 (Unmarked Element). Let f : [m] — {0,1} be a marking
function, where we say an index i € [n] is “marked” if (i) =1 and “unmarked”
if f(i) =0. A collection of sets T, Ta, ..., Ty, over [n] has an unmarked element
with respect to f if there exists an index i € [n]| such that for all sets T; with

1€ Tj, f(]) =0.

Lemma 1. Consider sampling m sets 11,15, ..., T,,, where each set is chosen
by independently including each element in [n] with probability q. Then, with
probability > 1 —nt(1 — ¢")™, Ty, Ts, ..., T is a t — covering.

Proof. Let Si,.. .,S(n) be all subsets of [n] of size t. For any i € [(})] and

J € [m], then
Pr[S; € Tj] = (1 - ¢").
Therefore,
Pr[Vj € [m],S; £ Tj] = (1 — ¢")™

By the union bound,
Pr [Hi € [(?)] Vi€ m),S; € Ty <n(l—qg")™,

giving the desired result.

Lemma 2. Consider sampling m sets 11,15, ..., T,,, where each set is chosen
by independently including each element in [n] with probability q. Define the
marking function f : [m] — {0,1} by setting, independently at random for each
i € [m], f(i) = 1 with probability p. Then, for any § > 1, with probability at least
(1- e_éme)(l — (1 = (1 = q)(H+0Pmyn) “the sets have an unmarked element with
respect to f.
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Proof. Let S C [m]. Define Bg to be the event that Yu € S, f(u) = 1, and
Yo ¢ S, f(v) = 0. Since any distinct 4,j € [n] are independently included in
each set, observe that for any S C [m], the event that 4 is unmarked given Bg
is independent of the event that j is unmarked given Bg. Therefore, since i is
included in each marked set (a set T, with f(u) = 1) with probability 1 — g,
then

Pr[i unmarked | Bg] = (1 — ¢)°
Pr[Vi € [n],i marked | Bg] = (1 — (1 —¢)*h"
Pr[Ji € [n],i unmarked | Bg] =1 — (1 — (1 —¢)I¥h™.

Then,

Pr[3i € [n],i unmarked] = Z Pr[Bs,](1 - (1 —(1— D!
S;C[m]

=3 > PeBsl-(1-(-9"")
k=0 5;,|S;|=k
= ZPr[k sets are marked](1 — (1 — (1 — ¢)")")
k=0
> Pr[at most k sets are marked](1 — (1 — (1 — ¢)*)™).

for every k € [n]. Let X; be the event that set T; is marked (in other words,

f(i) = 1). Let X = 3", Xi- Note that E[X] = pm. Then, by the Chernoff
bound (Def. 2) for any ¢ > 1,

Spm

PriX > (1+d)pm]<e 75 .

Therefore,

_dpm

)= (1= (1= g,

Pr[3i € [n],i unmarked] > (1 —e

7 Probabilistic Replacement Theorem

Please refer to the technical overview (Section 2.2) for the high level overview
and motivation of this theorem as well as an introduction to hardcore measures.

Our Theorem: Suppose there are two randomized functions F and F' that are
weakly indistinguishable over their randomness and the randomness of the dis-
tinguisher. Then, our theorem below shows indistinguishability between the fol-
lowing two experiments: In one experiment, the adversary gets n independent
evaluations of E on n inputs. In the other experiment, we probabilistically re-
place some of the instances of F with F'. Then, we give the adversary evaluations
of these instances of E' and F using randomness generated by some bounded time

18



function h. Essentially, we show that one can replace some of the instances of £
with instances of F' while still maintaining overall efficiency.

We also include some other details. First, we need to determine which inputs
to evaluate F and F' on. As such, we define Gen to be any randomized circuit that
produces these inputs, and evaluate ' and F on the output of Gen. Second, we
also allow for the adversary to receive additionally auxiliary input, which can also
be output by Gen. Lastly, we allow some control over which inputs of £ and F
the bounded time function h will depend upon. We can achieve this by modifying
our first experiment to also output a commitment Z of the inputs we wish to
remain hidden. Then, the simulator h produced in the second experiment will
only depend on some of the hidden values, namely the values needed to compute
the instances of F and F that are actually output. (In contrast, h could have
been dependent upon on all of the potential inputs of both E and F' in every
instance.)

Finally, we note that our introduction of a commitment into the theorem
is not a significant problem when using this theorem to prove the security of
some game that did not originally contain commitments. Rather than proving
directly that an adversary cannot break a security game, one can instead prove a
stronger notion of security in which the adversary is unable to break the security
game even when additionally given a commitment of some secret information.
Since, an adversary can only have a smaller advantage in differentiating these
experiments when this commitment is not given (an adversary that can break
security without the commitment can break security with the commitment by
ignoring the commitment), regular security trivially follows. In fact, we use this
exact technique in our FE amplification. Note that if the adversary is not strong
enough to break the commitment, then giving them a commitment of the secret
information will not significantly impact security.

Remark 1. We wrote our theorem in a very general form in order to facilitate
potential reuse in other research. As such, the security parameters in the theorem
statement are quite complex. However, we have also included three corollaries
that use much simpler and more natural parameters. We refer the reader to
these corollaries rather than the actual theorem when fine-grained tuning of the
parameters is not necessary.

Theorem 9 (Probabilistic Replacement Theorem). Let A be a parameter.
Let E:Sx X x{0,1}¥ =W and F : T x Y x {0,1}* = W be deterministic
O(poly(X))-time computable functions, with £ = O(poly(\)). Let n = O(poly(X)).
Then, if

— Com is any commitment with (sizenipg, advyipe)-computational hiding and
(statginp ) -statistical binding,

— Gen is any randomized circuit of size O(poly())) with range (S X X x T x
V)™ x AUX such that for all ((si, s, ti, Yi)icn)» aux) output by Gen(1*,1") for
all i € [n] and for all sizegp algorithms A,

o T A ) =1 = B LA ) =1]| < advr,
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there exists a randomized function h of size sizey, such that for all algorithms A’
of size size™,

|Pr[A/(EXPo) = 1] — Pr[A/(EXP;) = 1]| < adv*,

where we define

EXP, -

1. Compute ((si,%i,ti, Yi)icn], AUX) < Gen(1*,17).
2. Compute Z + Com((si,t;)ie[n))-

3. Sample r; from {0,1}* for i € [n].

4. Compute w; = E(s;,x;,7;) fori € [n].

5. Output (Z, (w;)ie[n], aux).

EXPy:

1. Compute ((8i,%i,ti,Yi)ic[n], AUX) = Gen(1*,1™).

Compute Z <+ Com(0°%) where Lz = |(si,t:)icqn)|-

3. Sample a string o € {0,1}™ such that for each i € [n], we set o; =1
with probability (1 — advgr) and set a; = 0 with probability advgr.

4. Compute (Ti)ie[n] — I, Z, (8i)icAg, (ti)iea, s (T4, yi)ie[n]vaux) where
AOZ{Z|O[Z:O} andAlz{z|o¢1:1}

5. For every i € [n], if a; = 1, compute w; = F(t;,y;,1;); otherwise,
compute w; = E(s;, z;,7;).

6. Output (Z, (w;)ie[n), aux).

o

and for any parameters sizesm > 0 and advsyv, advpem € (0,1) and for advp,in, =
min(advEF, 1— advEF),
— size, = O(poly(X) - sizesiy22" 084,00 advg ).
— size” is the minimuim of the following:
. %A?SM — poly()\)
° Sizes||v| — poly(/\)
e sizeyipe — size, — poly(\)
— adv® < n-advycm + statginp + advsim + advHipE.
Theorem 9 immediately gives rise to two corollaries: one where we assume that
FE and F are weakly indistinguishable against polynomial sized adversaries, and
one where they are weakly indistinguishable against subexponential sized adver-
saries. These corollaries are deferred to the full version.

Furthermore, using a more fine-grained approach, it is possible to prove a
variant of the probabilistic replacement theorem that allows us to lower the
size of h at the cost of increasing the distinguishing advantage of the adversary.
We will need to use this fine-grained approach when proving security against
polynomial time adversaries. We state the resulting corollary here and provide
a proof after the proof of the main theorem at the end of this section. We defer
this corollary to the full version.

We defer the proof of this theorem and the corollaries to the full version.
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8 Amplification via Secret Sharing and Parallel
Repetition

In this section, we prove our main amplification results. As discussed previously,
this is done by building an FE scheme using our set homomorphic secret sharing
scheme SetHSS. In our construction, we encrypt each share in our set homomor-
phic secret sharing scheme under an instantiation of a weakly secure FE scheme.
(To simplify the proof, we will actually use a weakly secure semi-functional FE
scheme, which can be built from a weakly secure FE scheme assuming OWFs).
For key generation, we first generate function encodings corresponding to each
share using SetHSS.FuncEncode and then generate function keys for each of these
function encodings using the appropriate weakly secure FE instantiation. Re-
call from Section 5 that SetHSS is parameterized by n “elements” and m sets
(T3)ie[m) that are subsets of [n]. We will let n and m be parameters of our FE
construction. To generate the sets (7});c[m) used by SetHSS, we will sample each
set by including each element in [n] independently with probability ¢, where ¢
is a parameter of our construction. Recall that in Section 6, we proved various
properties of such sets when sampled in this manner. These lemmas will come
in handy when analyzing the correctness and security of our FE construction.
Once we have analyzed correctness and security as functions of the parameters
n, m, and g, we will set these parameters to obtain our results. We will apply our
construction twice. The first application will amplify a weakly secure FE where
an adversary has advantage ¢ = ¢ for some small constant ¢ to one where an
adversary has advantage e = 1/ poly(\). On the second application, we amplify
an FE scheme with € = 1/ poly(\) to one with € = negl()\) (or 272 for some
constant ¢ > 0 when dealing with subexponential adversaries).

Recall the following notation:

Notation We say that ensembles satisfy (poly(A) - s, €)-indistinguishability if
the ensembles satisfy (p()\) - s, €)-indistinguishability for every polynomial p(A).

Our main results in this section are the following.

Theorem 10. Assuming a (poly()),€)-secure FE scheme for P/poly for some
constant € < 1/6, there exists a (poly(X), negl(X\))-secure FE scheme for P/poly.
Moreover, this transformation preserves sublinearity/compactness.

Theorem 11. Assuming a (2O(>‘C),e)-secu7"e FE scheme for P/poly for some

constant ¢ < 1/6 and some constant ¢ > 0, there exists a (202") 270N)).
secure FE scheme for P/poly for some constant 0 < ¢ < c. Moreover, this
transformation preserves sublinearity/compactness.

8.1 Construction

Our FE construction makes use of the following primitives.
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— Let sFE = (sFE.Setup, sFE.Enc, sFE.KeyGen, sFE.Dec, sFE.SFEnc, sFE.SFKeyGen)

be an (s, v, €)-secure semi-functional encryption scheme, where ﬁ <e<
1— ﬁ for some polynomial p(A). Such a scheme is implied by an (s, €)-secure
FE scheme assuming an (s, v)-secure one-way function and this transforma-
tion preserves sublinearity /compactness.

— Let SetGen(1",1™, q) be an algorithm that outputs (7});c[m], where for each

T; C [n], we include each element of [n] in T; independently with probability

q.

— Let SetHSS = (SetHSS.InpEncode, SetHSS.FuncEncode, SetHSS.Decode) be a
set homomorphic secret sharing scheme.

— Let Com be a statistically binding, computationally hiding commitment
scheme. (Com does not show up in the construction and is only used in
the security proof.)

Our FE scheme is defined, with respect to parameters n, m € N where n,m =
O(poly(X)) and a probability ¢ € [0, 1], as follows:

— FE.Setup(1*) : Setup proceeds as follows:
1. Compute (7;);e[m) < SetGen(1",1™, q)

2. For each i € [m], generate msk; < sFE.Setup(1*).
3. Output MSK = ((mski)ie[m], (Ti)ie[m])'

— FE.Enc(MSK, msg) : Encryption proceeds as follows:
1. Parse MSK as ((msk;)iepm)s (Ti)ic[m))-

2. Compute (s;)ic[m) < SetHSS.InpEncode(1*, 17, (T})ie[m], Msg).
3. For i € [m], compute ct; < sFE.Enc(msk;, s;).

4. Output CT = (ct;)ie[m]-

FE.KeyGen(MSK, C) : Key generation proceeds as follows:
1. Parse MSK as ((msk;)icpmls (Ti)icm))-

2. Compute (C;)icm) SetHSS.FuncEncode(1%, 17, (T1)ieim), C)-
3. For i € [m], compute sk¢, + sFE.KeyGen(msk;, C;).

4. Output skg = (SkCi)ie[m]'

FE.Dec(skc, CT) : Decryption proceeds as follows:
1. Parse skc as (ske, )iem) and CT as (ct;)ic[m)-

2. For i € [m], compute y; = sFE.Dec(skc;, ct;).

3. Output SetHSS.Decode((¥:)icm))-
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Correctness. Correctness holds provided that sFE is correct and that SetHSS is a
correct set homomorphic secret sharing scheme with respect to the sets (75 )ig[m
sampled by the setup algorithm. To see this, observe that sFE.Dec(sk¢,, ct;) =
C;(s;) since ct; is an encryption of s;. Thus, the output of decryption is
SetHSS.Decode((C(s:))icim)) = C(msg) by correctness of SetHSS.

If we instantiate SetHSS with the scheme constructed in Section 5, we see
that SetHSS is correct provided that (7;);e[m) cover all subsets of [n] of size 3
(Thm. 7). For parameters n,m € N and probability ¢ € [0, 1], the probability
of (T3)iepm) covering all subsets of size 3 when sampled in this manner was
calculated in Lemma 1 to be

>1-n*(1 -

By a union bound and the correctness of sFE, the probability that one of the m
copies of sFE is incorrect is < m - negl(\). Therefore, the constructed scheme is
correct with probability

>1-n%(1—-¢*)™ —m-negl(\).

Sublinearity/Compactness. Let 8 € (0,1] denote the sublinearity /compactness
parameter of sFE. Sublinearity /compactness follows from observing that the size
of the encryption circuit is bounded by poly(A,n,m) + |SetHSS.InpEncode| +
m - |C;]*=# - poly()\, |s;|) for fixed polynomials independent of the size of the
circuit class. Since each |C;| < |C| - poly(A,n,m) and n,m = poly()), and |s;|
and |SetHSS.InpEncode| are both poly(\,n,m), it follows that the size of the
encryption circuit is < |[C[*~# - poly()\) for some fixed polynomial independent
of C.

Please refer to the full version for the proof of security. We also defer the
instantiation of parameters to prove Thms. 10 and 11.

9 Amplification via Nesting

In this section, we amplify a secret key FE scheme that is secure with some
constant probability (1 — ¢€) to another secret key FE scheme that is secure with
some larger constant probability (in the neighborhood of (1 — €2)). In this way,
we can create an ¢’ secure FE scheme for any arbitrarily small constant ¢ from
any constantly secure FE scheme by repeating this transformation a constant
number of times. We show that this amplification preserves compactness and
note that although we consider the secret key variant, our proofs extend to the
case of public key FE.

Our main results in this section are the following:

Theorem 12. If there exists a (poly(M), €)-secure functional encryption scheme
for P/poly for some constant ¢ € (0,1), then there exists a (poly(X),€’)-secure
functional encryption scheme for P/poly for any constant € € (0,1). Moreover,
the transformation preserves compactness.
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Theorem 13. If there exists a (2*°, €)-secure functional encryption scheme for
P/poly for some constant ¢ € (0,1) and some constant ¢ > 0, then there ex-

ists a (2*° | €')-secure functional encryption scheme for P/poly for any constant
€ € (0,1) and any constant ¢ < c. Moreover, the transformation preserves
compactness.

9.1 Construction

Let FE = (FE.Setup, FE.Enc, FE.KeyGen, FE.Dec) be a secret key functional en-
cryption scheme for P/poly that satisfies (s, €)—security (as described in Defini-
tion 6) for some constant € € (0, 1).

We now construct an amplified functional encryption scheme FE* as described
below. Essentially, FE* works by nesting the original functional encryption FE.
Intuitively, the idea is that as long as one layer of FE is secure, then the nested
FE* is secure. Therefore, we can get amplification since our nested FE* is broken
only when all layers of FE are broken. We formalize this notion in the security
proof.

We will use a two-layer nesting where we have an “inner” and “outer” FE.
To encrypt a message, we first encrypt using the “inner” FE and then encrypt
the result using the “outer” FE. To create a function key for C', we first create
a normal function key for C using the “inner” FE. Then, our final function key
for C' is the function key for the “outer” FE of the function that decrypts the
input with the “inner” function key.

FE* (Amplified Functional Encryption)

Setup(1*):

1. Generate msk; < FE.Setup(1*) and msky < FE.Setup(1*).
2. Output MSK = (mskj, msks).

Enc(MSK, m):

1. Parse MSK as (msky, mskz).

2. Compute cty < FE.Enc(msky, m).

3. Compute cty  FE.Enc(mska, cty).

4. Output CT = cto.

KeyGen(MSK, C):

1. Parse MSK as (msky, mskz).

2. Compute ske,; + FE.KeyGen(msky, C).

3. Compute skc o <~ FE.KeyGen(msky, G) where G(z) = FE.Dec(skc 1, )
4. Output skc = skc 2.

Dec(skc, CT):

1. Output y = FE.Dec(skc, CT).

Correctness: If the underlying FE is correct, then so is the scheme FE*. This
is because for any function C, message m, honestly generated ciphertext CT +
FE.Enc(mska, FE.Enc(msky,m)) and key sk «— FE.KeyGen(mskz, G) where G(x) =
FE.Dec(FE.KeyGen(msky, C'), x), then FE.Dec(skc, CT) = G(FE.Enc(msky, m)) =
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FE.Dec(FE.KeyGen(msky, C'), FE.Enc(msky,m)) = C(m). Thus, correctness holds
with probability 1.

Preserving Compactness: It follows immediately that if FE satisfies compactness,
then so does FE*. If the running time needed to compute an FE ciphertext is
independent of the function size, then so is the running time needed to compute
an FE* encryption of a message.

9.2 Security
We will prove the following two lemmas.
Lemma 3. For any constant € € (0,1) if

— FE is a (poly(X), €)-secure functional encryption scheme for P/poly,
— Com is any commitment with (poly(X), negl(X\))-computational hiding and
negl(\)-statistical binding,

then FE* is a (poly()\), €2 + negl(\))-secure functional encryption scheme.

Lemma 4. For any constant € € (0,1), any constant ¢’ > 0, and any constant
c>d,if

— FE is a (2*°, €)-secure functional encryption scheme for P/poly,
— Com is any commitment with (2*", negl(\))-computational hiding and negl(\)-
statistical binding,

then FE* is a (2*" , €% + negl(\))-secure functional encryption scheme.

Since weakly-secure FE implies a weakly-secure OWF (which can then be
amplified to a fully secure OWF via [38]), Theorems 12 and 13 immediately fol-
low from Lemmas 3 and 4 by instantiating Com using this OWF and repeating
the transformation a constant number of times.

We defer the proofs to the full version.

10 Amplification of Nested Public-Key Encryption

Our amplification techniques for nested functional encryption can also be easily
extended to prove amplification for nested public-key encryption. We assume
familiarity with public-key encryption (PKE). Our main results in this section
are the following:

Theorem 14. If there exists a (poly(\), €)- indistinguishability of encryption se-
cure public-key encryption scheme PKE for message space {0,1}* and for some
constant € € (0,1), then there exists a (poly(N), €)-indistinguishability of en-
cryption secure public-key encryption scheme PKE™ for any constant € € (0,1),
where PKE® is obtained by nesting PKE a constant number of times.
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Theorem 15. If there exists a (2)°, €)- indistinguishability of encryption secure
public-key encryption scheme PKE for message space {0,1}* and for some con-
stants € € (0,1) and ¢ > 0, then there exists a (22° , €')-indistinguishability of en-
cryption secure public-key encryption scheme PKE® for any constants €' € (0, 1)
and ¢ < ¢, where PKE™ is obtained by nesting PKE a constant number of times.

We defer this section to the full version.

11 Final Amplification Results

By combining the main results of Sections 8 and 9, we immediately obtain our
final amplification results.

Theorem 16. Assuming a (poly()),€)-secure FE scheme for P/poly for some
constant € € (0, 1), there exists a (poly()), negl(\))-secure FE scheme for P/poly.
Moreover, this transformation preserves compactness.

Theorem 17. Assuming a (2O(>‘C),e)-secu7"e FE scheme for P/poly for some

constant e € (0,1) and some constant ¢ > 0, there exists a (202") 270N)).
secure FE scheme for P/poly for some constant 0 < ¢ < ¢. Moreover, this
transformation preserves compactness.
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