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Abstract. This paper describes a new method to speed up Fp-arithmetic
for Barreto-Naehrig (BN) curves. We explore the characteristics of the
modulus defined by BN curves and choose curve parameters such that
F, multiplication becomes more efficient. The proposed algorithm uses
Montgomery reduction in a polynomial ring combined with a coefficient
reduction phase using a pseudo-Mersenne number. With this algorithm,
the performance of pairings on BN curves can be significantly improved,
resulting in a factor 5.4 speed-up compared with the state-of-the-art
hardware implementations. Using this algorithm, we implemented a pair-
ing processor in hardware, which runs at 204 MHz and finishes one ate
and R-ate pairing computation over a 256-bit BN curve in 4.22 ms and
2.91 ms, respectively.
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1 Introduction

A bilinear pairing is a map G1 x Go — G where G1 and G are typically
additive groups and Gr is a multiplicative group and the map is linear
in each component. Many pairings used in cryptography such as the Tate
pairing [1], ate pairing [11], and R-ate pairing [13] choose G; and G3 to
be specific cyclic subgroups of E(F,x), and Gt to be a subgroup of IF;k.

The selection of parameters has a substantial impact on the security
and performance of a pairing. For example, the underlying field, the type
of curve, the order of G1, Go and G should be carefully chosen such that
it offers sufficient security, but still is efficient to compute. In this paper,
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we focus on efficient implementation of pairings over BN curves [17]. BN
curves are defined over F, where p = 36t* + 36¢3 + 24t> + 6t + 1 for
t € Z such that p is prime. In this paper, we propose a new modular
multiplication algorithm for BN curves. We show that when choosing ¢ =
2™+ s, where s is a reasonably small number, the modular multiplication
in F, can be substantially improved. Existing techniques to speed up
arithmetic in extension fields (see [7,6] for fast operation in IF)2, F,s and
[F,12) can be used on top of it. The proposed modular reduction algorithm
and parameters for BN curves result in a significant improvement on the
performance of ate and R-ate pairing.

The remainder of the paper is organized as follows. In Sect. 2 we review
cryptographic pairings and their computation. In Sect. 3 we present a new
modular multiplication algorithm and compare its complexity with known
algorithms. The details of the hardware implementation and results are
given in Sect. 4 and Sect. 5, respectively. We conclude the paper in Sect.
6.

2 Previous works

2.1 Bilinear Pairings

Let [F,, be a finite field and let E(IF,,) be an elliptic curve defined over F,,.
Let 7 be a large prime dividing #E(F,). Let k be the embedding degree
of E(F,) with respect to r, namely, the smallest positive integer k such
that r[p* — 1. We use E(K)[r] to denote the K-rational r-torsion group of
the curve for any finite field K. For P € E(K) and an integer s, let f; p
be a K-rational function with divisor

(fs.p) = s(P) = ([s]P) — (s = 1O,

where O is the point at infinity. This function is also known as Miller
function [14, 15].

Let Gy = E(Fp)[r], G2 = E(Fy)/rE(Fy) and Gz = pp C Fy, (the
r-th roots of unity), then the reduced Tate pairing is a well-defined, non-
degenerate, bilinear pairing. Let P € G; and @ € Gg, then the reduced
Tate pairing of P, () is computed as

€(P, Q) = (fr,P(Q))(pkil)/r.

The ate pairing is similar but with different G; and Go. Here we de-
fine Gy = E(F,)[r] and G2 = E(F)[r] N Ker(m, — [p]), where 7, is the
Frobenius endomorphism. Let P € Gq, Q € Go and let ¢, be the trace



Algorithm 1 Computing the R-ate pairing on BN curves [7]
Input: P € E(F,)[r], Q € E(F,.)[r]N Ker(mp — [p]) and a = 6t + 2.
Output: R.(Q, P).

La=Y"r a2

2:T—Q, f—1.

3: for i = L — 2 downto 0 do

4: T «— 2T.

5. f e« f2-lro(P).

6: if a; = 1 then

7 T—T+Q.

8: f=T-lrq(P).

9:  endif

10: end for .

1 f = (- (f la.a(P)” - lx(aq+@)a@(P)® 1/
Return f.

of Frobenius of the curve, then the ate pairing is also well-defined, non-
degenerate bilinear pairing, and can be computed as

a(Q, P) = (fr,—1,0(P)#* -0/,

The R-ate pairing is a generalization of the ate pairing. For the same
choice of G; and Gg as for the ate pairing, the R-ate pairing on BN
curves is defined as

RQ(Q7P) = (f ’ (f : laQ,Q(P))p . lﬂ(aQ+Q),aQ(P))(pk_l)/T,

where a = 6t + 2, f = fo,0(P) and l4 p denotes the line through point A
and B.

Due to limited space, we only describe the algorithm to compute the
R-ate pairing. The algorithms for Tate and ate pairings are similar, and
can be found in [7].

2.2 Choice of Curve Parameters

The most important parameters for cryptographic pairings are the un-
derlying finite field, the order of the curve, the embedding degree, and
the order of Gy, Go and Gp. These parameters should be chosen such
that the best exponential time algorithms to solve the discrete logarithm
problem (DLP) in G; and Gy and the sub-exponential time algorithms
to solve the DLP in Gr take longer than a chosen security level. In this
paper, we will use the 128-bit symmetric key security level.

Barreto and Naehrig [17] described a method to construct pairing-
friendly elliptic curves over a prime field with embedding degree 12. The



finite field, trace of Frobenius and order of the curve are defined by the
following polynomial families:

p(t) = 36t* + 3613 + 24t2 + 6t + 1,
te(t) = 6t2 + 1,
n(t) = 36t* + 36t3 + 18t% + 6t + 1.

The curve is defined as E : y?> = 2% + v for some v € F,. The choice
of ¢ must meet the following requirements: both p(¢) and n(t) must be
prime and ¢ must be large enough to guarantee a chosen security level.
For the efficiency of pairing computation, ¢, p(t) and ¢,.(¢) should have
small Hamming-weight.

For example, [7] suggested to use ¢ = 0x6000000000001F2D, which is
also used in [10] and [12]. With this parameter, pairings defined over p(t)
achieves 128-bit security.

Table 1. Selection of ¢ for BN curves in [7]

t HW (6t + 2)[HW (¢,-) [HW (p)|log(2, p)
0x6000000000001F2D 9 28 87 256

2.3 Multiplication in [,

We briefly recall the techniques for integer multiplication and reduction.
Given a modulus p < 2" and an integer ¢ < 22", the following algorithms
can be used to compute ¢ mod p.

Barrett reduction The Barrett reduction algorithm [2] uses a pre-
computed value p = LQ%WJ to help estimate %, thus integer division is
avoided. Dhem [8] proposed an improved Barrett modular multiplication
algorithm which has a simplified final correction.

Montgomery reduction The Montgomery reduction method [16]
precomputes p’ = —p~! mod r, where r is normally a power of two. Given
c and p, it generates ¢ such that ¢ + ¢gp is a multiple of r. As a result,
(c+ gp)/r is just a shift operation. Algorithm 2 shows both Barrett and
Montgomery multiplication algorithms.

Chung-Hasan reduction In [4,5], Chung and Hasan proposed an
efficient reduction method for low-weight polynomial form moduli p =
f&) ="+ fo1t" ' 4+ ..+ fit + fo, where |f;| < 1. The modular multi-
plication is shown in Alg. 3.



Algorithm 2 Digit-serial modular

multiplication algorithm.

Barrett [8]

Montgomery [16]

Input: a = (an—1, .-, 00)d,

b= (br-1,..,b0)d,
p=(pn-1,-,p0)a,0 < a,b<p,
2n=hw < < om g = 2w,
Precompute p = Ld"*s/pj.
Output: ¢ = ab mod p.

1: ¢« 0.

2: for 1 = n — 1 downto 0 do

3: c—c-d+a-b;.

5 g (L2 p) 2.
5: c—c—q-p.

6: end for

7: if ¢ > p then

8: c«—c—p.

9: end if
Return c.

Input: a = (an-1,..,00)d,

b= (bp-1,-.,b0)d,

P = (Pn—-1,-p0)d, 0 < a,b < p,
r=d",

Precompute p' = —p~! mod d, d = 2%.
Output: ¢ = abr~! mod p.

c+— 0.

:fori=0ton—1do
¢+« c—+ ab;.
u « cmod d, q +— (up’) mod d.
c— (c+qp)/d.

end for

if ¢ > p then
c—c—p.

end if
Return c.

Algorithm 3 Chung-Hasan multiplication algorithm [4].

Input: positive integers a = nol

fa1t" "+ L+ fit + fo.
Output: ¢(t) = a(t)b(t) mod p.

c(t) — a(t)b(t).
Phase II: Polynomial Reduction
for i = 2n — 2 down to n do
c(t) — c(t) — cif ()t ™,
end for
Phase III: Coefficient Reduction
T: Cp < |Cn-1/t], Cn—1 < Cn—1- Cnl.
8: ¢(t) « c(t) — enf(t)t.
9: fori=0ton—1do
10: qi — |ci/t], ri — ci- qit.
11: Cit1 “ Ci+1 + Qi, Ci T4
12: end for
13: ¢(t) <« c(t) — gn f(E)t.
Return c(t).

: Phase I: Polynomial Multiplication

Plait’, b= " bt modulus p = f(t) = " +

The polynomial reduction phase is rather efficient since f(t¢) is monic,

making the polynomial long division (step 3) simple. Barrett reduction is
used to perform divisions required in Phase III. The overall performance
is more efficient than traditional Barrett or Montgomery reduction algo-
rithm [4]. In [5], this algorithm is further extended to monic polynomials



with | f;| < s where s € (0, ) is a small number. Note that the polynomial
reduction phase is efficient only when f(¢) is monic.

3 Fast modular reduction algorithm for BN curves

Instead of using a general modular reduction algorithm such as Mont-
gomery or Barrett algorithm, we explore the special characteristics of the
prime p. Note that the polynomial p(t) = 36t* 4 36t> + 24t> + 6t + 1
defined by BN is not monic, but has the following characteristics:

1. p(t) has small coefficients.
2. pt=D(t) = 1 mod t.

The second condition implies via Hensel’s lemma that p(~1)(t) mod "
has integer coefficients. This suggests that multiplication and reduction
with Montgomery’s algorithm in the polynomial ring could be efficient.
We first present a modular multiplication algorithm for polynomial form
primes that satisfy p(_l)(t) = 1 mod ¢ and then apply this method to BN
curves.

3.1 Hybrid Modular Multiplication

Algorithm 4 describes a modular multiplication algorithm for polynomial
form moduli. The algorithm is composed of three phases, i.e. polynomial
multiplication (step 3), polynomial reduction (step 4-6), and coefficient
reduction phase (step 9). Note that we present the algorithm in a digit-
serial manner. The polynomial reduction uses the Montgomery reduction,
while the coefficient reduction uses division. We call this algorithm Hybrid
Modular Multiplication (HMM).

Note that algorithm 4 works for any irreducible polynomial p(t) satis-
fying the condition p(~1)(#) = 1 mod ¢ or equivalently, p(t) = 1 mod ¢. It
can also be easily modified to support p(t) satisfying p(~1)(t) = —1 mod t.

Algorithm 4 requires division by ¢ in both step 4 and step 9. Like
Chung-Hasan’s algorithm, division can be performed with the Barrett re-
duction algorithm [4]. However, the complexity of division can be reduced
if ¢ is a pseudo-Mersenne number. Algorithm 5 transfers division by ¢ to
multiplication by s for ¢ = 2™ + s where s is small.

3.2 Modular Multiplication for BN Curves

In order to apply Alg. 4 and Alg. 5 to BN curves, we select ¢ = 2™ + s
where s is small. Note that any choice of ¢ which makes p and n primes



Algorithm 4 Hybrid Modular Multiplication Algorithm
Input: a(t) = 3.1 ait’, b(t) = .7 bit", and modulus p(t) = S0~ pit’ + 1.
Output: r(t) = a(t)b(¢t)t™" mod p(t).
L) (=0 eit’) « 0.
:fori=0ton—1 do
c(t) « c(t) + a(t)b; .
W co div t, v « co mod .
9(t) = (Pa—1t""" + .+ prt+1)(—7).
c(t) — (c(t) + g(t)/t + p.
end for
:fori=0ton—2 do
Cig1 — Cit1 + (¢ div 2), ¢; < ¢; mod £.
end for
Return r(t) < c(t).

S S A

—

Algorithm 5 Division by t = 2™ + s

Input: a, t = 2™ + s with 0 < s < 2L%/2),
Output: p and v with a = pt +, |[y| < &.

—_

tpu—0,v—a.

2: while |y| > % do

3 p — v div 2™, v < v mod 2™.
& peeptp, ey —sp

5: end while

Return p,~.

of the required size will suffice. As such we can choose t = 2™ + s where
s is small; an example is shown in Table 2.

Table 2. Selection of ¢ = 2™ + s for BN curves

t HW (6t + 2)[HW (¢,) [HW (p)|log(2, p)
263 429 4198 1 98 4y ot 4 93 41 6 20 68 257

With ¢ = 2™+ s as shown in Table 2, Algorithm 6 describes a modular
multiplication algorithm for BN curves which we call HMMB.

The following lemma provides bounds on the input value such that
Algorithm 6 gives a bounded output. The proof is in the appendix.

Lemma 1. Givent = 2"+ s and £ = (3654 1) < 2™/277 (i.e. m > 26),
if the input a(t) and b(t) satisfy

0< |a1|7|b1| <2m/27 224)
0 < |ai|, |bs] < 2™t 0<i<3,

7



Algorithm 6 Hybrid Modular Multiplication Algorithm for BN curves
Input: a(t) = Y1 ait’, b(t) = St bit'. p(t) = 36t* +36t> +24t> + 6t + 1, p~(t) =
1modt, t =2 +s.
Output: r(t) = a(t)b(t)t~° mod p(t).
c(t) (= Z?:o cit’) «— 0.
: for j=0to4 do
c(t) — c(t) + a(t)b; .
W co div 2™, v «— (co mod 2™) — sp.
g(t) — (36t* + 36t> + 24¢> + 6t + 1)(—).
(t) — (clt) + g(H)/t + .
end for
: fori=0to3 do
¢ div 2™, v «— (¢; mod 2™) — sp.
10: Cit1 < Cit1 + [, C; < 7.
11: end for
12: Repeat step 8-11.

Return r(t) < c(t).

S I A e

©w

then r(t) calculated by Alg. 6 satisfies

0<|r| <2m/2, i=4,
0<|r| <2mtt 0<i<3.

This algorithm is suitable for high performance implementation on
multi-core systems. One can see that the first loop of HMMB algorithm
can be easily parallelized. This is an intrinsic advantage of this algorithm,
i.e. no carry propagation occurs during polynomial multiplication. The
coefficient reduction phase can also be parallelized. We modify the last
two loops of the HMMB algorithm and give a parallel version.

loopl p; <« ¢; div 2™, v; < (¢; mod 2™) — su; 0 <1i < 3.
Ci +— Vi + Mi—1 1<i<3.
Co <= 70,C4 < U3-

loop2 pu; < ¢; div 2™ ~; «— (¢; mod 2™) — spu; 0<1i < 3.
Ci < Y+ i1 1<e<3.
Co <= 7Y0,C4 < C4 + U3.

From the proof of Lemma 1 we know ¢; < 5-22"+3 for 0 < i < 4.
Thus, after loopl, we have

leil = [pica| + |yl <5271 +5.2m 35 4 2™ < 210,
Furthermore, after loop2, we have

lci| = |pia| + Jyi| < 820 4 205% 4- 2™ < 2™+,



3.3 Complexity of Algorithm 6

We compare the complexity of Alg. 6 with Montgomery’s and Barrett’s
algorithm for 256-bit BN curves. We assume a digit-serial method is used
with digit-size 64-bit. Note that Alg. 6 requires four 64-bit words together
with one 32-bit word to represent a 256-bit integer.

For Montgomery multiplication, nine 64x64 multiplications are re-
quired in each iteration, resulting in 36 subword multiplications in to-
tal. Barrett multiplication has the same complexity as Montgomery algo-
rithm.

For HMMB,; in the first loop four 64x64 and one 32x64 multiplications
are required in step 3, one [log,(s)|x[logs(x)] multiplication is required in
step 4. The last iteration takes four 32x64 and one 32x32 multiplications.
In total, the first loop takes one 32x32, eight 32x64, sixteen 64x64, and
five [logy(s)]x[logy ()] multiplications, where p < 2¥+6 as shown in the
proof of Lemma 1. Note that p(¢)y can be performed with addition and
shift operation, e.g. 36y = 25 + 22+.

The coefficient reduction phase requires eight [logs(s)]x[logy(p)] mul-
tiplications. From the proof of Lemma 1 we know that ¢; < 5-22*%3, thus
p < 2F+6 in the first for loop (step 8-10). In the second for loop (step
12), as shown in the end of section 3.2, we have p < s26.

Table 3 compares the number of multiplications required by the Bar-
rett, Montgomery and the HMMB algorithm. Compared to Barrett and
Montgomery reduction, HMMB has much lower complexity. One can see
that sp can be efficiently computed if s is small (see Table 2). Especially, if
s is of low Hamming-weight, sp can be performed with shift and addition
operations.

Table 3. Complexity comparison of different modular multiplication algorithms

Algorithm [32x32|32x64|64x64|[log, (s)]x[log, (1) ]
Barrett 36
Montgomery 36
HMMB 1 8 16 13

4 Hardware Design of Pairings

As a verification of the efficiency of the HMMB algorithm, we made a
hardware implementation of the ate and R-ate pairing using this algo-
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Fig. 1. F, multiplier using algorithm HMMB.

rithm. We chose ¢ = 23 + s, where s=294+284+26 + 24 4 23 4 1. With this
setting, the implementation achieves 128-bit security.

4.1 Multiplier

Figure 1 shows the realization of the HMMB algorithm. A row of mul-
tipliers is used to carry out step 3, namely, a;b; for 0 < ¢ < 4. We used
a 64x16 bit multiplier, thus four cycles are required for each iteration.
One can adjust the size of multiplier for different design purposes, i.e.
high clock frequency, small area and so on. The partial product is then
reduced by the "Mod_t” component. The "Mod_t” component, which is
composed of a multiplier and a subtracter, generates p and ~ from ¢;,
namely, < ¢; div 2™ and 7 < (¢; mod 2™) — su. Note that the ”Mod_t”
component below rcy is slightly different, where v < (spu— (rco mod 2™)).

The dataflow of this implementation is slightly different from that in
Alg. 6. Instead of performing coefficient reduction in the end, we reduce
the coefficients before polynomial reduction. This reduces the length of
¢; and r¢; in Fig. 1, and one instead of two coefficient reduction loop is
required in the end. The ”Mod_t” components are reused to perform the
final reduction loop. After that, r(¢) is ready in the accumulators.

10



4.2 Pairing Processor Architecture

Using the multiplier described above, we built a pairing processor. Fig-
ure 2 shows the block diagram of the processor. It consists of a micro-
controller, a program ROM, an F, multiplier and adder/subtracter, a
register file and an IO buffer. The data is stored in a 64-bit single port
RAM. The program ROM contains subroutines that are used in Miller’s
loop, such as point addition, point doubling, line evaluation, multipli-
cation in Fj 2, and so on. The micro-controller realizes Miller’s loop by
calling the corresponding sub-routines.

Program
RAM
(512x64)
Mul Ra,R1,R4
A A
Add R3,R6,R2
v v 64
Sub R7,R1,Rb
Controller Program Buf
l«— ROM Mul R8,R7,R7
by
BUS
ﬂ ﬁ Cycle  Mult. AddISub

. R6+R2
Mult. Add/Sub RegFile Rb-R1
(24x288)

R1*R4
idle

R772

Pairing Coprocessor L/

Fig. 2. Block diagram of the system architecture.

The ALU is able to execute multiplication and addition/subtraction
instructions in parallel. A simple example is shown in Fig. 2. When per-
forming the mul operation, the micro-controller fetches the next instruc-
tion and checks if it is an add or sub instruction. If it is, then it is executed
in parallel if there is no data dependency on the ongoing mul instruction.
Table 4 gives the number of clock cycles that are required for each sub-
routine and pairing.

5 Implementation Results

The whole system is synthesized using 130 nm standard cell library. It can
run at a maximum frequency of 204 MHz. The pairing processor alone

11



Table 4. Number of clock cycles required by different subroutines

0T [T+Q|lrr(P)|iro(P)| £2 [ £ 1[f®" 1/ ate | R-ate
#Cycles|574] 984 | 422 | 260 |1541]|1239] 281558 |361724]592076

uses around 183 kGates, including 70 kGates used by Register File and
25 kGates used by controller and Program ROM. It finishes one ate and
R-ate pairing computation in 4.22 ms and 2.91 ms, respectively. Table 5
compares the result with the state-of-the-art implementations.

Table 5. Performance comparison of software and hardware implementations of pairing

Design Pairing  [Security Platform Area Frequency |Performance
[bit] [MHz] [ms]
this design ate 128 130 nm ASIC |183 kGates 204 4.22
R-ate 291
Tate 34.4
[12] ate 128 130 nm ASIC | 97 kGates 338 22.8
R-ate 15.8
[10] ate 128 64-bit core2 - 2400 6.25
R-ate 4.17
[9] ate 128 64-bit core2 - 2400 6.01
[18] N over Fo2se| 67 XC2VP100-6 |25278 slices 84 0.034
nr over Faoss| 72 37803 slices 72 0.049
[3] nr over Faor 66 XC4VLX60-11 {18683 slices| N/A 0.0048
nr over Faios| 89 |XC4VLX100-11]47433 slices] N/A 0.010

Kammler et al. [12] reported the first, and so far the only, hardware
implementation of cryptographic pairings achieving a 128-bit security.
They chose t=0x6000000000001F2D to generate a 256-bit BN curve. The
Montgomery algorithm is used for IF,, multiplication. Compared with this
design, our implementation is about 5 times faster in terms of R-ate pair-
ing calculation. The main speedup comes from fast modular multiplica-
tion in ), and larger register file. For an F,, multiplication, the multiplier
shown in Fig. 1 takes 23 cycles excluding memory access, while 68 cycles
are required in [12]. Though the area of our design is around 1.9 times
larger, the area-latency product is still smaller than that in [12].

The results of software implementations [10,9] are quite impressive.
On an Intel 64-bit core2 processor, R-ate pairing requires only 4.17 ms.
The advantages of Intel core2 is that it has a fast multiplier (two full 64-

12



bit multiplication in 8 cycles) and relatively high clock frequency. Though
it takes 16 times more clock cycles (107 cycles for R-ate [10]) than our
hardware implementation, the overall speed is only 1.4 times lower.

There are also some hardware implementations [18, 3] for np pairing
over binary or cubic curves. Note that the security achieved using the
reported parameters is much lower than 128-bit, which makes a fair com-
parison difficult.

6 Conclusions

In this paper, we studied a new fast implementation of cryptographic
pairings using BN curves. We introduce a new modular multiplication
algorithm and a method to select multiplication-friendly parameters. We
show that with careful selection of parameters the proposed algorithm
has much lower computational complexity than traditional Barrett or
Montgomery methods.

As a verification, we also implemented ate and R-ate pairing in hard-
ware using this algorithm. Our results outperform previous hardware im-
plementations by a factor of roughly 5. Note that smaller digit size can
be used when targeting a compact hardware implementation. For future
work, it is also definitely interesting to see the performance of this al-
gorithm implemented in software. Finally, we remark that the described
algorithms also generalize to other pairing friendly finite fields and even
more generally, to other types of finite fields.
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APPENDIX

Proof of lemma 1.

Proof. The proof proceeds in two parts. The first part proves a bound on
the coefficients of ¢(t) after Step 7 and the second part analyzes the two
coefficient reduction loops (Step 8-12).
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Denote ¢; ; the coefficients of ¢(t) at the beginning of the j-th iteration,
so c(t) in Step 7 has coefficients ¢; 5 (i.e. j <5). Let A = 22™3 then we
first show by induction on j that

lcij| < JA. (1)

Clearly Equation (1) holds for j = 0, since ¢; o = 0. Now assume that (1)
holds for j, then we will show the inequality holds for j + 1. In Step 3,
¢i,j increases by maximum 22m+2 Tn Step 4, we thus obtain

J

A
pl < 2™ 4o and |y| <27 4 slul.

In Step 5, we have |g;| < 36|v|, so in Step 6 we finally obtain
leigia] <2272 4 GA 4369 + |l = (5 + 1)A = 2272 4 36| + |ul
so it suffices to prove that 36|y| + |u| < 22™+2. Rewriting this leads to
36 - 2™ + (365 4+ 1)|p| = 36 - 2™ + &|p| < 222

which concludes the proof of (1).

For c3 5 we need to obtain a better bound since the bound on the final
74 is also smaller. Note that coefficient c3 5 is computed as c3 5 = asbs+367
where v can be bounded by 2™ + 27 *6s. This finally leads to the bound

c35 < 2™ + 36(2m + 2m+53) < 37.9M 4 2m+m/271 )

For the first coefficient reduction step, it is easy to see that for ¢ =
0,1,2 we have |u| < 5-27+3 +5.23, 50 after the first reduction we obtain
fori=0,...,3

lei] < 2™ 4 sl < 2™ 4 (5-2MF3 4 5. 23)s < 2mH0s,

For c3 however, we obtain |u| < 37 4 2"/271 4 265 which becomes c4.
For the second coefficient reduction step, it is again easy to see that

i =0,1,2 we have |u| < 20s and thus |¢;] < 2™ + 2652 < 2™+ For ¢4 we

obtain, ¢4 = 37 + 2™/271 4+ 275 < 2"/2 since m > 26. a
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