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Abstract. In this paper, we show a very efficient side channel attack against HMAC. Our
attack assumes the presence of a side channel that reveals the Hamming distance of some
registers. After a profiling phase in which the adversary has access to a device and can configure
it, the attack recovers the secret key by monitoring a single execution of HMAC-SHA-1. The
secret key can be recovered using a "template attack" with a computation of about 2323κ

compression functions, where κ is the number of 32-bit words of the key. Finally, we show that
our attack can also be used to break the secrecy of network protocols usually implemented on
embedded devices.
We have performed experiments using a NIOS processor executed on a Field Programmable
Gate Array (FPGA) to confirm the leakage model. We hope that our results shed some light
on the requirements in term of side channel attack for the future SHA-3 function.

1 Introduction

HMAC is a hash-based message authentication code proposed by Bellare, Canetti and
Krawczyk in 1996 [3]. It is very interesting to study for at least three reasons: HMAC
is standardized (by ANSI, IETF, ISO and NIST) and widely deployed (e.g. SSL, TLS, SSH,
IPsec); HMAC has security proofs [2, 3]; and it is a rather simple construction. It is used
in a lot of Internet standards. For instance embedded devices running IPsec protocols [16]
have to implement it. There are many such efficient equipments on the market from router
vendors that incorporate security protocols on their systems. It is crucial to study the se-
curity of such implementations since Virtual Private Network (VPN) products are widely
deployed and used to secure important networks.

Recently, new attacks on HMAC based on Wang et al. [31, 29, 30, 28] collision attacks
have emerged. However, either their complexity is very high, or they attack a function
no more widely used in practice such as HMAC-MD4, or the security model is not really
practical such as the related key model [6, 24, 8]. Here, we focus on more practical attacks on
HMAC. We show that when HMAC is implemented on embedded devices, and the attacker
has access to the physical device to use a side channel, then there exist devastating attacks.
These kind of attacks do not rely on previous collision attacks and can be applied on many
hash functions, such as MD5 or SHA-2 for instance. Even though side channel attacks are
believed to be very intrusive techniques, we show that our attack can be mounted using
little contact with the targeted device.



We choose to illustrate our attack with HMAC since it is used in a lot of Internet
standards. Beyond the integrity attacks, the side channel attack we describe, can be used
to attack the confidentiality of other Internet standards such as the Layer Two Tunneling
Protocol (L2TP [27]) or to attack the key derivation of IPsec in the Internet Key Exchange
(IKE [13]) protocol. Our attack can also be applied on a famous side channel countermeasure,
proposed by Kocher in [18] which is to derive a specific key for each call to the cryptographic
application. This kind of protection is very efficient against classical DPA techniques and
makes previous attacks infeasible. However our attack allows to recover the master key after
listening to only two derivation processes.

1.1 Description of SHA-1

All the computations in SHA-1 are made on 32-bit words. We use � to denote the modular
addition, and X≪n to denote the bit-wise rotation of X by n bits. SHA-1 is an iterated
hash function following the Merkle-Damgård paradigm. The message is padded and cut
into blocks of k bits (with k = 512 for SHA-1), and the digest is computed by iterating a
compression function, starting with an initial value IV.

The compression function of SHA-1 is an unbalanced Feistel ladder with an internal state
of five 32-bit registers A,B,C,D,E. The compression function has two inputs: a chaining
value which is used as the initial value of the internal registers A−1, B−1, C−1, D−1; and
a message block cut into 16 message words M0...M15. The message is expanded into 80
words W0...W79, such that Wi = Mi for i < 16. Then we iterate 80 steps, where each step
updates one of the registers. Each step uses one word Wi of the expanded message. If we
use Ai, Bi, Ci, Di, Ei to denote the value of the registers after the step i, the compression
function of SHA-1 can be described by:

Step update: Ai+1 = Φi �A≪5
i �Wi � Ei �Ki

: Φi = fi(Bi, Ci, Di)
: Bi+1 = Ai Ci+1 = B≪30

i Di+1 = Ci Ei+1 = Di

Input: A−1 ‖ B−1 ‖ C−1 ‖ D−1 ‖ E−1

Output: A−1 �A79 ‖B−1 �B79 ‖C−1 � C79 ‖D−1 �D79 ‖E−1 � E79

1.2 Description of HMAC

HMAC is a hash-based message authentication code proposed by Bellare, Canetti and
Krawczyk [3]. Let H be an iterated Merkle-Damgård hash function. HMAC is defined by

HMACk(M) = H(k̄ ⊕ opad ||H(k̄ ⊕ ipad ||M)),

where M is the message, k is the secret key, k̄ its completion to a single block of the hash
function, ipad and opad are two fixed one-block values.

The security of HMAC is based on that of NMAC. Since H is assumed to be based on
the Merkle-Damgård paradigm, we denote by Hk the modification of H where the public
IV is replaced by the secret key k. Then NMAC with secret key (k1, k2) is defined by:

NMACk1,k2(M) = Hk1(Hk2(M)).
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We call k2 the inner key, and k1 the outer key. Due to the iterative structure of H, HMACk

is essentially equivalent to NMACH(k̄⊕opad),H(k̄⊕ipad).
Any key-recovery attack against NMAC can be used to recover an equivalent inner

key H(k̄ ⊕ ipad) and an equivalent outer key H(k̄ ⊕ opad) in HMAC. This information is
equivalent to the key of HMAC, since it is sufficient to compute any MAC. Most previous
attacks against HMAC are of this kind, but our attack is different: we will use a side channel
during the computation of H(k̄ ⊕ ipad) and H(k̄ ⊕ opad) to recover information about the
key k. Thus our attack cannot be used against NMAC.

1.3 Related Work on Side Channel Attacks.

Since there is no efficient and practical attacks against HMAC, it is interesting to study the
security of this function against side channel attacks. Similarly, Kelsey et al. have studied
the security of block ciphers using different leakage models [15, 14].

A classical side channel attack on HMAC has been proposed without experiments by
Lemke et al. in 2005 using a Differential Power Analysis [19] in [20]. They show that a
forgery attack can be mounted by performing a multi-bit DPA since SHA-1 manipulates
32-bit registers. This attack allows to recover the inner and outer keys of HMAC, but does
not allow to retrieve the initial key. Note that other DPA attacks are reported on HMAC
based on other hash functions such as [22, 10, 21]. But none of them allow to retrieve the
initial key value as the message is not directly mixed with the initial key but only with the
derivated subkeys.

To our knowledge, no Template Attacks (TA) [5, 25] have never been applied on HMAC.
This is mainly due to the fact that the manipulated registers are 32 bits long which make
classical templates attacks infeasible.

1.4 Our Results

The aim of this paper is two-fold. On the one hand, we assume that we have a side channel
that leaks the number of flipped bits when a value is loaded from the memory to a register.
We show that this side channel is sufficient to recover the secret key used in HMAC. On the
other hand, we show that this side channel is available in practice. A similar attack can also
be used against other standards or against key derivation process.

Our attack is quite different from previous side-channel attacks: we do not require knowl-
edge of the message being signed, and we only need to measure one execution of HMAC.
Thus some classical countermeasures against DPA will not affect our attack.

In our attack model, the adversary can profile the device during a first offline stage.
This assumption is classical, and is used in template attacks. It seems reasonable since
the adversary can buy and test its own device. During this profiling phase, the adversary
generates curves when loading data from the memory to a register with all the possible
Hamming distances. Then, in a second online stage, he has access to the targeted device
during one execution of the implementation. During this phase, according to the recorded
values, the Hamming distance can be learned using a single matching between the curves.
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Finally, all theses Hamming distances give some information about the key, and we can
combine them to recover the key, even though the secret-dependent variables are not totally
independent. The simulation of the attack has been experimentally tested to show that we
are able to recover the secret key in practice and to show that the scale can be generated.

Our attack is based on two important facts. First, the key of HMAC is used as a message
in the hash function. The message is processed word by word, as opposed to the IV which
is used all at once, so we can extract information that depends on only one word of the key.
Second, we have two related computations that leak information on the key. Note that it
is important to have two different values of W0: if HMAC were defined with k|| opad and
k|| ipad, the two series of measures in the first step would be exactly the same, and we would
not have enough information for a practical attack.

The main difference between our attack and classical template attacks is that we do not
consider the value of a register but its Hamming weight. This presents the advantage to limit
the number of profiling (only 33 records are needed instead of 232 for 32-bit registers) even if
it gives less information. If the targeted register is manipulated a sufficient number of time,
then we can combine the partial information we have recovered to find the entire value of the
initial register. To sum up, this attack can be viewed as a combination of template attacks
and classical power consumption model. Classical template attacks usually separate keys
according to words or substrings of words. To our knowlegde and even if it seems natural,
it is the first time that a template attack is based on power consumption models.

1.5 Organization of the paper

In section 2, we describe SHA-1 and we present how our attack works. In section 3, we give
experimental results on a real implementation on the NIOS processor embedded in a FPGA
Altera Stratix. Finally, in section 4, we show that our HMAC attack can be applied to other
hash functions such as MD5 and SHA2. We also show how a similar attack can be used
against other constructions: it can break the confidentiality of the L2TP protocol and can
recover the key materials of the IPsec protocol by attacking the key derivation function.

2 Description of the Attack

2.1 SHA-1 Message Leak

In SHA-1, the message is introduced word by word, as opposed to the IV which is introduced
all at once. This means that the values manipulated during the first rounds of SHA-1 depend
only on the first message words. For instance, the internal value A1 depends only on the IV
and on m0. The value A1 is also used as B2 and after a rotation as C3, D4 and E5. Each
time this value is manipulated, there will be some leakage depending only on m0. If we can
model this leakage, we will be able to recover m0: for all possible values of m0, we simulate
the leak, and we keep the values that give a good prediction. The full message recovery
algorithm is given by Algorithm 1.
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Algorithm 1 Recovery of n message words
1: Profiling Stage
2: Study the device and model the leakage

3: Operational Stage
4: Get side-channel information from one run of the hash function

5: Message recovery
6: S ← {IV} . S is the candidate set
7: for 0 ≤ i < n do
8: S ′ ← ∅
9: for all s ∈ S do
10: for all mi ∈ Z232 do
11: Simulate the leak for (s,mi)
12: if it matches the measure then
13: S ′ ← S ′ ∪ (s,mi)
14: end if
15: end for
16: end for
17: S ← S ′

18: end for

The complexity of the message recovery depends on the size of the set of good candidates
S: each iteration of the loop in line 7 costs 232|S|. If we have γ candidates matching each
measure, the set S will be of size γi after iteration i, and the total cost of the algorithm
to recover n message words is about 232γn. The value of γ will depend of the number of
information leaked through the side channel.

2.2 HMAC key leak

If we look at HMAC, we see that the secret key is used as a message for the hash function,
so we can use the message leak in SHA-1 to recover the key of HMAC-SHA-1. Note that
this does not apply to NMAC, where the key is used as the initialization vector.

In fact, the secret key is used twice in the HMAC construction: it is used in the inner
hash function as H(k̄⊕ ipad) and in the outer hash function as H(k̄⊕ opad). We can collect
side-channel information from those two related messages, which gives two sets of measures
for the same key. This property is crucial for our attack: with only one set of measures, we
would have too many candidates in the set S.

We will now study an implementation of SHA-1 on the NIOS processor to check whether
this leakage is sufficient to identify the secret key.

2.3 Modelization of the Attack

The side channel we will use in our practical experiments is a measure of the electromagnetic
radiation (see Section 3). We model it as follows: each time the processor loads a data into a
register, the electromagnetic signal depends on the number of flipped bits inside this register.
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More precisely, we target the ldw instruction (load word), which loads data from the
memory to a register. Since this instruction does not perform any computation, we expect
the EM signal to be quite clean, and we should be able to read the number of flipped bits.
When a value B is loaded into a register whose previous value was A, we have a transition
A→ B, and we can measure the Hamming weight of A⊕B.

2.4 Study of an Implementation of SHA-1

For our experiments, we used the code of XySSL4 which is an SSL library designed for
embedded processor. The compiled code for the round function of SHA-1 is given in Table 1
in Appendix A, together with the values leaked from the ldw instructions.

Using this implementation of SHA-1, we have 6 measures at each step of the compression
function, which gives 12 measures per key word of HMAC-SHA-1. The Hamming weight of a
32-bit value contains 3.54 bits of entropy, so we expect to have a small number of candidates
for each key word. Note that the measures are clearly not independent, which makes it
difficult to compute the number of expected candidates. Therefore, we ran some simulations
to estimate the complexity of the attack.

2.5 Simulations

To estimate the complexity of the attack, we can run the message recovery step for some
initial states. For a given state (Ai, Bi, Ci, Di, Ei), we consider the 232 values of the message
word Wi, and we compute the Hamming weight of the measures given in Table 1. We can
count the number of collisions in the measures, which will give the distribution of the number
of candidates γ matching the measure.

More precisely for the first message word W0, we know exactly the constants involved
in the measures: they are given in Table 1, and we will use them with W0 = k0 ⊕ ipad and
W0 = k0⊕ opad. The distribution is given in Figure 1. It has an average of 2.79 and a worst
case value of 81. Experiments with random initial state instead of the specified IV of SHA-1
give similar results (this simulates the recovery of the other message words). Moreover, if we
allow one of the measures to be wrong with a difference of one, then we have 4.60 candidates
on average, and 140 in the worst case. This means that we can tolerate some errors in the
measures, without affecting too much the computation time.

In the end, we will assume that the measures give about three candidates at each step.
We expect that the recovery of a 32κ-bit HMAC key will use a set S of size about 3κ, and
the complexity of the attack will be about 232 × 3κ which will take a few hours on a PC for
a 128-bit key. To identify the correct key among the set S, we can either use a known MAC,
or use some leakage in the following steps of the compression function.

3 Experimental Validation on a known implementation of HMAC-SHA1

Our side channel attack recovers the message input of the compression function if we can
measure the number of bits flipped when loading from the memory to a register with the
4 Available at http://xyssl.org/code/
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Fig. 1. Distribution of the number of candidates γ, for the first message word W0.

ldw instruction. We experimentally validated this assumption using an implementation of
HMAC-SHA1 for a NIOS processor, on an Altera Stratix FPGA. The electromagnetic ra-
diations are measured by near field methods using a loop probe sensitive to the horizontal
magnetic field. We assume that the assembly code of is known, and we first study the im-
plementation of the HMAC-SHA1 algorithm. Then, we focus on the leakage of the load
instruction.

Electromagnetic radiation signals are now considered as one of the most powerful side
channel signals [9, 1, 23]. One advantage of the EM side channel is that is possible to focus
on local emanations.

3.1 Leakage of HMAC-SHA1 implementation

The Figure 2 shows the radiations measured during the computation of HMAC-SHA1 with a
128-bit key and a 504-bit messageM . We can clearly see the 5 executions of the compression
function. A sharp analysis of this leakage needs to be done in order to find out some more
useful information. During the experiments, we focus on the load instruction (referred as
ldw by Stratix Assembly Language) but other instructions could also give information about
the Hamming weight of the data used during the execution of SHA-1.

3.2 The Leakage of the ldw instruction

The analysis in Section 2 shows that information leak from this instruction will be sufficient
to recover the secret key. The goal of this section is to validate that the Hamming distance
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Fig. 2. HMAC-SHA1 Electromagnetic Execution. We see the three calls of the compression function to
compute h = H(k̄ ⊕ ipad ‖M) and two calls to compute H(k̄ ⊕ opad ‖h).

between the mnemonic operands manipulated by the instruction ldw leak with electromag-
netic radiations. As an example, if the register R, which value was A, is loaded with the new
value B, we claim the Hamming distance between A and B leaks with the electromagnetic
radiations.

For validation, we precharged the register R to A = 0xae8ceac8, Altera Stratix being
a 32-bit register technology. Then two experiments have been performed: in the first one,
we use B1 = A = 0xae8ceac8 and in the second one, we use B2 = Ā = 0x51731537.
These two experiments are opposite regarding the Hamming distance: H(A⊕B1) = 0 while
H(A⊕B2) = 32. Fig. 3 illustrates this link between radiations and Hamming distance.

We must now check if the measures allow to distinguish a small difference in the Hamming
weight, and if they are masked by the noise. For a successful attack, we need to be able to
distinguish a Hamming distance of 15 from a Hamming distance of 16 since on average the
frequency of this Hamming distance is larger than the extremal values. To verify this, we
used pairs of values with those Hamming distance. Fig. 4 shows the results with the following
pairs: (0x00000000, 0xe0f00ff0), (0x55555555, 0x85a55aa5), (0x00000000, 0xffff0000),
(0xffffffff, 0x0f0f0ff0), (0xaaaaaaaa, 0x00050000). We see that the curve depends on
the Hamming distance between the two values, and not on the actual value of the register.
Moreover, the noise level is sufficiently low in our setting to be able to distinguish a difference
of one in the Hamming distance. These curves have been obtained by zooming on figure 3.
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Fig. 3. Extremal Hamming Distances.

Thus, the Side Channel Analysis procedure can be done in two stages, a profiling stage
and an operational stage. 33 measures of load instructions with all the possible Hamming
distance are done during the profiling stage. This will allow us to find the Hamming distance
of all ldw instructions for the operational stage. The profiling stage will also be used to study
the timing of the SHA-1 computation, so as to match each instruction with the assembly
code. Then, the operational stage consists in a Template Attack [5] on the ldw instructions.
Following the attack of Section 2, we expect to recover a secret key of κ words with only
one HMAC measure and a workload of about 2323κ steps of the compressions function.

4 Extension to Other Hash Functions and to Other Usage

In this section, we show that the basic attack we proposed can be extended to other hash
functions, works even though the code is unknown and can also be used to recover encryption
keys in other protocols.

4.1 Other hash function of the MD4 family.

The other functions of the MD4 family (MD5, SHA-2, RIPEMD) have a very similar design
and the message words also enter the compression function one by one. The assembly code
of a specific implementation should be studied to see how many load instructions are used
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Fig. 4. Electromagnetic radiations for some Hamming distances.

and what information is leaked, but we expect the attack to be just as efficient. Basically,
our attack should work against any hash function based on a Feistel ladder.

4.2 Unknown Implementation

Even if we don’t have access to the assembly code of the implementation, our attack is
still applicable. The main difference with the previous analysis is that previous value of the
targeted register Ainit is unknown. Anyway, the attacker can improve the profiling stage.
Indeed, he can guess the value of Ainit with Correlation Power Analysis(CPA) [4], making
the secret key varying. Let’s remark that instead of making a 32 bits CPA, the attacker can
do 4 CPA, each one on 8 bits. This procedure permits to limit the computational cost of
the profiling stage. Then, thanks to this CPA procedure, the attacker can guess what was
a register value before the secret key bits are written on it. Furthermore, the CPA peak
permits to localize in time the load instruction.

With all these templates obtain at a very low computational cost, the attacker will be
able with only one curve (if the noise is as low as in our setting) to retrieve the full key.

4.3 Other Attack Scenarios

In this section we identify some other construction where our attack can recover a secret
key. The basic requirement is that the secret key is used as the message input of the hash
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function, and we need two related computations where the key enters the hash function in
two different states.

Confidentiality: The L2TP Example. The L2TP protocol [27] is a tunneling protocol
used to implement VPNs. It uses a shared secret K, and two known values RV and AV . The
plaintext is broken into 16-byte chunks, p1, p2, . . . The ciphertext blocks are called c1, c2, . . .
and the intermediate values b1, b2, . . . are computed as follows:

b1 = MD5(AV ‖K‖RV ) c1 = p1 ⊕ b1
b2 = MD5(K‖c1) c2 = p2 ⊕ b2
b3 = MD5(K‖c2) c3 = p3 ⊕ b3 . . .

The secret key K enters the hash function in two different states for the computation of b1
and b2, so we can apply our attack and recover the key.

Key Derivation. Key derivation is sometimes used as a countermeasure against DPA
attacks. The key derivation process described in [17], uses a hash function H, a master key
K and a counter ctr, and computes the sessions keys as SK = H(ctr‖K). Using our attack,
if we observe only two key derivation process, we have enough information to recover the
master key K.

Note About RIPEMD. The RIPEMD family of hash function uses two parallel Feistel
ladder, and combines the results in the end of the compression function. This allows us to
recover two series of measures, even if the secret key enters the hash function only once.
The original function RIPEMD-0 uses two lines with the same permutation and different
constants, which gives enough information for our attack. Thus, any construction which uses
a secret key as a part of a message to be hashed with RIPEMD-0 is vulnerable. The newer
functions RIPEMD-128 and RIPEMD-160 uses different permutations of the message in the
two lines; our attack can reduce the key-space but we don’t have a practical key recovery
with a single hash function call.

4.4 Possible countermeasure

A possible countermeasure against our attack is to keep the internal state of SHA-1 inside
the processor registers. Our attack uses the fact that the internal state is stored in the stack
and moved in and out the registers: we measure the radiations during this movement. If all
the computations are done inside the registers, we can still measure the radiations during
the computations, but the signal will have more noise. Another solution is to load random
values between each ldw instruction or to use classical masking methods but this requires a
random generator and may downgrade the performance drastically.
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5 Conclusion

In this paper, we show that the electromagnetic radiation of a device can leak the number
of flipped bits when data is loaded into a register. This information could also be observed
using a proper current power analysis. However, EM signal allows to obtain emanations of
local instructions and attacks are not intrusive since they can be performed in the near field
of the device and do not require to modify the circuitry. Our experimentation studies the
ldw instruction since it is easier to characterize during the profiling stage, but the attack
could be improved by using other instructions. Our attack targets the message input of the
compression function, while previous attacks only considered the IV input. This allows us
to attack other standards and to recover crucial information such as the master key in some
key-derivation schemes.

Finally, these results give some information about the efficiency of side channel attack
on hash functions implemented on embedded processors. It is important to see that the
adversary model is very limited: access to a similar device for a profiling stage and then one
execution leads to an efficient key recovery.
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A SHA-1 code

Table 1. SHA-1 code. The table shows the code for one step of the compression function. The other steps
are exactly the same, excepted that the mapping between the internal state values A,B,C,D,E and the
stack changes at each round.

Stack Registers Measure
Instruction 76 80 84 88 92 r2 r3 r4

Begin step 0 A0 B0 C0 D0 E0 X0 Y0 Z0

ldw r2 76(fp) A0 X0→A0

roli r4, r2, 5 A≪5
0

ldw r3, 84(fp) C0 Y0→C0

ldw r2, 88(fp) D0 A0→D0

xor r3, r3, r2 C0 ⊕D0

ldw r2, 80(fp) B0 D0→B0

and r3, r3, r2 (C0 ⊕D0) ∧B0

ldw r2, 88(fp) D0 B0→D0

xor r2, r3, r2 Φ0

add r3, r4, r2 Φ0 �A≪5
0

ldw r2, 12(fp) W0 Φ0→W0

add r3, r3, r2 Φ0 �A≪5
0 �W0

ldw r2, 92(fp) E0 W0→E0

add r3, r3, r2 Φ0 �A≪5
0 �W0 � E0

movhi r2, 23170 0x5a820000
addi r2, r2, 31129 0x5a827999
add r2, r3, r2 A1

stw r2, 92(fp) A1

ldw r2, 80(fp) B0 A1→B0

roli r2, r2, 30 B≪30
0

stw r2, 80(fp) C1

Begin step 1 B1 C1 D1 E1 A1 X1 Y1 Z1

ldw r2, 92(fp) A1 X1→A1

...

We have the following relations:

Φi = fi(Bi, Ci, Di)

Bi+1 = Ai

Ci+1 = B≪30
i

Di+1 = Ci

Ei+1 = Di

Ai+1 = Φi �A≪5
i �Wi � Ei �Ki

Xi+1 = B≪30
i

Yi+1 = Φi �A≪5
i �Wi � Ei

Zi+1 = A≪5
i

We can make 8 measures per step, but this gives
only 6 informations leaks, because the transitions
Di+1 → Bi+1 and Bi+1 → Di+1 leaks the same in-
formation as Xi → Ai.
For instance, the leaks related to W0 are:

Φ0 →W0 W0 ⊕ 0x98badcfe

W0 → E0 W0 ⊕ 0xc3d2e1f0

A1 → B0 (W0 � 0x9fb498b3)⊕ 0xefcdab89

X1 → A1 (W0 � 0x9fb498b3)⊕ 0x7bf36ae2

Y1 → C1 (W0 � 0x45321f1a)⊕ 0x7bf36ae2

A1 → D1 (W0 � 0x9fb498b3)⊕ 0x98badcfe
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