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Abstract. In this paper, we prove that the nonce-based enhanced hash-
then-mask MAC (nEHtM) is secure up to 2 3n

4 MAC queries and 2n ver-
ification queries (ignoring logarithmic factors) as long as the number of
faulty queries µ is below 2 3n

8 , significantly improving the previous bound
by Dutta et al. Even when µ goes beyond 2 3n

8 , nEHtM enjoys graceful
degradation of security.
The second result is to prove the security of PRF-based nEHtM; when
nEHtM is based on an n-to-s bit random function for a fixed size s such
that 1 ≤ s ≤ n, it is proved to be secure up to any number of MAC
queries and 2s verification queries, if (1) s = n and µ < 2n2 or (2) n

2 <

s < 2n−s and µ < max{2 s2 , 2n−s}, or (3) s ≤ n
2 and µ < 2n2 . This

result leads to the security proof of truncated nEHtM that returns only
s bits of the original tag since a truncated permutation can be seen as
a pseudorandom function. In particular, when s ≤ 2n

3 , the truncated
nEHtM is secure up to 2n− s2 MAC queries and 2s verification queries
as long as µ < min{2n2 , 2n−s}. For example, when s = n

2 (resp. s =
n
4 ), the truncated nEHtM is secure up to 2 3n

4 (resp. 2 7n
8 ) MAC queries.

So truncation might provide better provable security than the original
nEHtM with respect to the number of MAC queries.
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ror theory, graceful degradation, truncation

1 Introduction

MACs. A message authentication code (MAC) is typically built from a block
cipher, e.g., CBC-MAC [4], PMAC [6], OMAC [16], or from a cryptographic hash
function, e.g., HMAC [2]. At a high level, many of these constructions follow
the well-established UHF-then-PRF design paradigm: a message is first mapped
onto a short string through a universal hash function (UHF), and then encrypted
through a fixed-input-length PRF to obtain a short tag. This method is simple, in
particular, being deterministic and stateless, yet its security caps at the so-called
birthday bound; any collision at the output of the UHF, which translates into
a tag collision, is usually enough to break the security of the scheme. However,
the birthday bound security might not be enough, in particular, when the MAC
construction is instantiated with a lightweight block cipher such as PRESENT [7],
LED [14] and GIFT [1] operating on small blocks. Better security bounds can
be obtained by incorporating in the tag computation a nonce (a value that



never repeats), e.g. in Wegman-Carter type MACs [31, 29, 5, 9] or a random
value [3, 17, 18, 24, 11]. The focus of this paper is put on nonce-based MACs.

Nonce-Misuse Resistant MACs. The Wegman-Carter MAC (based on a
pseudorandom function) guarantees a strong security bound when nonces are
never reused. However, only a single nonce repetition can completely break its
security [20]. The problem is that it might be challenging to maintain the unique-
ness of the nonce in certain environments, for example, when a nonce is chosen
randomly from a small set, or when the state of the MAC is reset due to some
fault in its implementation. For this reason, there has been a considerable amount
of research on the construction of (nonce-based) MACs that provide security un-
der nonce misuse [9, 23, 10, 26, 12].

In this line of research, Cogliati and Seurin [9] proposed EWCDM, and then
Datta et al. [10] made a slight modification to it, dubbed DWCDM, in order
to reduce the number of block cipher keys. Both constructions provide beyond-
birthday-bound security in a nonce respecting settings, and secure up to the
birthday bound even in a nonce misuse setting. Mennink and Neves [23] also
proved the PRF-security of EWCDM up to 2n/(67n) queries in a nonce respect-
ing setting (without considering verification queries). However, their security
degrades to the birthday bound as soon as only a single nonce is misused.

Recently, Dutta et al. [12] proposed a new construction of MACs, which
is called nonce-based Enhanced Hash-then-Mask (nEHtM). They proved that
nEHtM is secure up to 2 2n

3 MAC queries and 2n verification queries in a nonce
respecting setting. Moreover, nEHtM enjoys graceful degradation of security in a
nonce misuse setting. More precisely, with respect to the number of faulty nonces
µ, their bound on the forging advantage includes µq/2n and µv/2n terms, where q
and v denote the number of MAC queries and the number of verification queries,
respectively. So the threshold number of MAC queries and verification queries
linearly decreases as the number of faulty queries increases in a logarithmic scale.

Our Results. In this paper, we revisit the nEHtM construction; when nEHtM
is based on a universal hash function H and a block cipher E, the tag for an
(n− 1)-bit nonce N and a message M is defined as

nEHtM[H,E]Kh,K(N,M) = EK(0||N)⊕ EK(1||(HKh(M)⊕N))

using a hash key Kh and a block cipher key K (see Figure 1).
We prove that nEHtM is secure up to 2 3n

4 MAC queries and 2n verification
queries (ignoring logarithmic factors) as long as the number of faulty queries µ
is below 2 3n

8 , significantly improving the previous bound by Dutta et al. Even
when µ goes beyond 2 3n

8 , nEHtM enjoys graceful degradation of security. It is
known that there is a forging attack on nEHtM using 2n2 faulty queries [12],
which means that µ cannot go beyond 2n2 . Figure 2 compares our new bound to
the previous one given in [12].

The second result is to prove the security of PRF-based nEHtM. When the
structure of nEHtM was first proposed in [24], it was based on independent
pseudorandom functions using random IVs instead of nonces. Its security has
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Fig. 1: nEHtM based on a universal hash function H and a block cipher E.

been proved up to 2 2n
3 MAC queries, and later Dutta et al. [11] tightly proved

its 3n/4-bit security with a matching attack. In this work, we study its security
in a nonce respecting/misuse setting. More precisely, when nEHtM is based on
a single n-to-s bit random function (with domain separation) for a fixed size s
such that 1 ≤ s ≤ n, it is proved to be secure up to any number of MAC queries
and 2s verification queries, if (1) s = n and µ < 2n2 or (2) n

2 < s < 2n−s and
µ < max{2 s2 , 2n−s}, or (3) s ≤ n

2 and µ < 2n2 . This result leads to the security
proof of truncated nEHtM that returns only s bits of the original tag since a
truncated permutation can be seen as a pseudorandom function. In particular,
when s ≤ 2n

3 , the truncated nEHtM is secure up to 2n− s2 MAC queries and
2s verification queries as long as µ < min{2n2 , 2n−s}. For example, when s =
n
2 (resp. s = n

4 ), the truncated nEHtM is secure up to 2 3n
4 (resp. 2 7n

8 ) MAC
queries. So truncation might provide better provable security than the original
nEHtM with respect to the number of MAC queries.

Proof Technique. The main tool of our security proof is Mirror theory [27, 28]
that systematically estimates the number of solutions to a system of equations.
However, we cannot directly apply Mirror theory to our problem in a black box
manner; the original theory requires that ξ2

maxq ≤ 2n, where ξmax and q denote
the maximum component size and the number of edges, respectively, when a
system of equations is represented by a graph. Unfortunately, this restriction
does not hold in our graph, possibly containing large components. Furthermore,
our system includes non-equations corresponding to verification queries. For this
reason, we need to refine and generalize Mirror theory. More precisely, we de-
compose our graph into four subgraphs - the union of the components containing
at least one trail of length three, the union of “stars”, the set of isolated edges,
and the set of isolated vertices. For a subgraph whose components are small, we
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sharply estimate the number of solutions to the subgraph, while we probabilis-
tically upper bound the number of larger components.

Recently, deterministic double-block hash-then-sum MACs have been proved
to be tightly secure up 3n

4 queries [22, 21], while the security proof of nonce-
based constructions turn out to be even more challenging since (faulty) nonces
can be adaptively chosen by an adversary.
Comparison. Table 1 compares nEHtM with existing beyond-birthday-bound
MACs based on a block cipher E and a δ-AXU-hash function H. “Nonce” in-
dicates that whether it is nonce-based MAC or not. “# Keys” gives the total
number of hash and block cipher keys. The number of queries and the maximum
message length (in block) are denoted q and `, respectively. Security is evaluated
by assuming δ ≈ `

2n and v = 0. We always have the trivial bound µ < q. We
see that nEHtM is the first (nonce-based) MAC construction based on a block
cipher that provides 3n

4 -bit provable security.
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Fig. 2: Comparison of the security bounds (in terms of the threshold number of
MAC queries and verification queries) as functions of µ. The solid lines (resp.
dashed lines) represent our bounds (resp. the previous bounds in [12]). In (b),
we used parameter L satisfying µ2L = LL · 2(L−1)n for each µ (see Theorem 2).

2 Preliminaries

Notation. In all of the following, we fix a positive integer n such that n ≥ 3.
We denote 0n (i.e., n-bit string of all zeros) by 0. The set {0, 1}n is sometimes
regarded as a set of integers {0, 1, . . . , 2n − 1} by converting an n-bit string
an−1 · · · a1a0 ∈ {0, 1}n to an integer an−12n−1 + · · ·+ a12 + a0. We also identify
{0, 1}n with a finite field GF(2n) with 2n elements. For a positive integer q, we
write [q] = {1, . . . , q}.
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Table 1: Comparison of nEHtM with existing beyond-birthday-bound MACs.

Scheme Nonce # Keys Security References

SUM-ECBC 7 4 `o(1)q
4
3 /2n + `4q

4
3 /22n [32, 21]

PMAC-Plus 7 3 `
2
3 q

4
3 /2n + `2q/2n [33, 21]

3kf9 7 3 `
4
3 q

4
3 /2n + `2q2/22n + `6q4/23n [34, 21]

LightMAC-Plus 7 3 q
4
3 /2n [25, 21]

EWCDM 3 3
`q/2n + q

3
2 /2n if µ = 0

[9]
`q2/2n if µ ≥ 1

DWCDM 3 3
`q/2n + q/2 2n

3 if µ = 0
[10]

`q2/2n if µ ≥ 1

nEHtM 3 2 `µq/2n + `q3/22n [12]

nEHtM 3 2 `µ2/2n + `µq
3
2 /2 3n

2 + `
1
2 q2/2 3n

2 This work

Given a non-empty set X , x ←$ X denotes that x is chosen uniformly at
random from X . The set of all functions from X to Y is denoted Func(X ,Y), and
the set of all permutations of X is denoted Perm(X ). The set of all permutations
of {0, 1}n is simply denoted Perm(n). The set of all sequences that consist of b
pairwise distinct elements of X is denoted X ∗b. For integers 1 ≤ b ≤ a, we will
write (a)b = a(a− 1) · · · (a− b+ 1) and (a)0 = 1 by convention. If |X | = a, then
(a)b becomes the size of X ∗b.

When two sets X and Y are disjoint, their (disjoint) union is denoted X tY.
For a set X ⊂ {0, 1}n and λ ∈ {0, 1}n, we will write X ⊕ λ = {x ⊕ λ : x ∈ X}.
For a graph G = (V, E), we will interchangeably write |V| and |G| for the number
of vertices of G.
Almost Xor Universal Hash Functions. Let δ > 0, and let H : Kh×M→
X be a keyed function for three non-empty sets Kh,M, and X . H is said to be
δ-almost XOR universal (AXU) if for any distinct M,M ′ ∈M and X ∈ X ,

Pr [Kh ←$ Kh : HKh(M)⊕HKh(M ′) = X] ≤ δ.

For a positive integer q, fixM1, . . . ,Mq ∈M. For a random key Kh ∈ Kh, let
Xi = HKh(Mi) for i = 1, . . . , q. Then we can define an equivalence relation ∼ on
[q]: for α, β ∈ [q], α ∼ β if and only if Xα = Xβ . For some nonnegative integer
r, let P1, . . . ,Pr denote the equivalence classes of [q] with respect to ∼ such that
pi =def |Pi| ≥ 2 for i = 1, . . . , r. Jha and Nandi [19] proved the following lemma,
which is also useful in our security proof.
Lemma 1. Let pi, i = 1 . . . , r, be the random variables as defined above. Then
we have

Ex
[

r∑
i=1

p2
i

]
≤ 2q2δ,
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where the expectation is taken over the uniform distribution of Kh ∈ Kh.

Proof. Let c denote the random variable that counts the number of “X-colliding”
pairs. More precisely,

c
def=
∣∣{(i, j) ∈ [q]2 : i < j and Xi = Xj

}∣∣ .
Then it is easy to show that

r∑
i=1

p2
i = 2c+

r∑
i=1

pi ≤ 4c.

Furthermore, we have Ex[c] ≤
(
q
2
)
δ, which completes the proof. ut

PRFs and PRPs. Let F : K × X → Y be a keyed function with key space K,
domain X , and range Y, where X is a subset of {0, 1}∗. We will denote FK(X) for
F (K,X). A (q, t, l)-distinguisher against F is an algorithm A with oracle access
to a function from X to Y, making at most q oracle queries, each of length at
most l in blocks, running in time at most t, and outputting a single bit. The
advantage of A in breaking the PRF-security of F , i.e., in distinguishing F from
a uniformly randomly chosen function R←$ Func(X ,Y), is defined as

Advprf
F (A) =

∣∣Pr
[
K ←$ K : AFK = 1

]
− Pr

[
R←$ Func(X ,Y) : AR = 1

]∣∣ .
When X = Y and F (K, ·) is a permutation for each K ∈ K, the PRP-security
of F is defined as

Advprp
F (A) =

∣∣Pr
[
K ←$ K : AFK = 1

]
− Pr

[
R←$ Perm(X ,Y) : AR = 1

]∣∣ .
For atk ∈ {prf, prp}, we define Advatk

F (q, t, l) as the maximum of Advatk
F (A) over

all (q, t, l)-distinguishers against F . We will consider PRP-security only for a
block cipher whose input size is fixed (e.g., X = {0, 1}n); in this case, we will
simply drop the parameter l. On the other hand, when we consider information
theoretic security, we will drop the parameter t.
Nonce-based MACs. Given four non-empty sets K, N , M, and T , a nonce-
based keyed function with key space K, nonce space N , message spaceM and
tag space T is simply a function F : K × N ×M → T . Stated otherwise, it
is a keyed function whose domain is a cartesian product N ×M. We denote
FK(N,M) for F (K,N,M).

For K ∈ K, let AuthK be the MAC oracle which takes as input a pair
(N,M) ∈ N ×M and returns FK(N,M), and let VerK be the verification oracle
which takes as input a triple (N,M, T ) ∈ N ×M×T and returns 1 (“accept”) if
FK(N,M) = T , and 0 (“reject”) otherwise. We assume that an adversary makes
queries to the two oracles AuthK and VerK for a secret key K ∈ K. A MAC
query (N,M) made by an adversary is called a faulty query if the adversary has
already queried to the MAC oracle with the same nonce but with a different
message.
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A (µ, q, v, t)-adversary against the nonce-based MAC-security of F is an ad-
versary A with oracle access to AuthK and VerK , making at most q MAC queries
to its first oracle with at most µ faulty queries and at most v verification queries
to its second oracle, and running in time at most t. We say that A forges if any
of its queries to VerK returns 1. The advantage of A against the nonce-based
MAC-security of F is defined as

Advmac
F (A) = Pr

[
K ←$ K : AAuthK ,VerK forges

]
.

where the probability is also taken over the random coins of A, if any. The
adversary is not allowed to ask a verification query (N,M, T ) if a previous query
(N,M) to AuthK returned T . When µ = 0, we say that A is nonce-respecting,
otherwise A is said nonce-misusing. However, the adversary is allowed to repeat
nonces in its verification queries.

We define Advmac
F (µ, q, v, t) as the maximum of Advmac

F (A) over all (µ, q, v, t)-
adversaries. When we consider information theoretic security, we will drop the
parameter t.
Nonce-based Enhanced Hash-then-Mask MACs. Let

H : Kh ×M −→ {0, 1}n−1

(Kh,M) 7−→ HKh(M)

be a keyed function. Given a block cipher

E : K × {0, 1}n −→ {0, 1}n

(K,X) 7−→ EK(X),

one can define the nEHtM MAC with key space Kh ×K, nonce space {0, 1}n−1,
message space M and tag space {0, 1}n: for a key (Kh,K) ∈ Kh × K, a nonce
N ∈ {0, 1}n−1, a message M ∈M, the tag is computed as follows:

nEHtM[H,E]Kh,K(N,M) = EK(0||N)⊕ EK(1||(HKh(M)⊕N)).

More generally, the underlying block cipher can be replaced by a compression
function E : K × {0, 1}n −→ {0, 1}m for some m < n.
Expectation Method. Consider the nEHtM construction based on H and E
using keys (Kh,K). Suppose that a distinguisher A adaptively makes q MAC
queries and v verification queries to either (AuthKh,K ,VerKh,K) for a random
secret key (Kh,K) ∈ Kh×K (in the real world) or (Rand,Rej) (in the ideal world),
where Rand returns an independent random value (instantiating a truly random
function) and Rej always return 0 for every verification query. Furthermore, A
records all the queries in

τm
def= ((N1,M1, T1), . . . , (Nq,Mq, Tq)) ,

τv
def= ((N ′1,M ′1, T ′1, b′1), . . . , (N ′v,M ′v, T ′v, b′v)) ,
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where either AuthKh,K(Ni,Mi) = Ti or Rand(Ni,Mi) = Ti for i = 1, . . . , q, and
either VerKh,K(N ′i ,M ′i , T ′i ) = b′i or Rej(N ′i ,M ′i , T ′i ) = b′i(= 0) for i = 1, . . . , v,
according to the world that A interacts with.

At the end of the interaction, we will provide the distinguisher A with the
hash key Kh for free. In the ideal world, a dummy key Kh will be selected uni-
formly at random from Kh, and given to A. This will not degrade the adversarial
distinguishing advantage since the distinguisher is free to ignore this additional
information.

We will call
τ = (Kh, τm, τv)

the transcript of the attack; it contains all the information that A has obtained
at the end of the attack. When we consider an information theoretic distin-
guisher, we can assume that the distinguisher is deterministic without making
any redundant query.

A transcript τ is called attainable if the probability to obtain this transcript in
the ideal world is non-zero. Note that any key Kh ∈ Kh and any sequence of tags
(T1, . . . , Tq) ∈ ({0, 1}n)q uniquely determine an attainable transcript containing
them, and each attainable transcript appears in the ideal world with the same
probability, namely 1/Nq. We denote Γ the set of attainable transcripts. We also
denote pre (resp. pid) the probability distribution of the transcript τ induced by
the real world (resp. the ideal world). By extension, we use the same notation
to denote a random variable distributed according to each distribution.

In this setting, it is obvious that A’s distinguishing advantage upper bounds
A’s forging probability and when v = 0, we can derive PRF-security of the
of nEHtM. In order to upper bound the distinguishing advantage, we will use
Patarin’s coefficient-H technique; we partition the set of attainable transcripts
Γ into a set of “good” transcripts Γgood such that the probabilities to obtain
some transcript τ ∈ Γgood are close in the real world and the ideal world, and
a set Γbad of “bad” transcripts such that the probability to obtain any τ ∈ Γbad
is small in the ideal world. The lower bound in the ratio of the probabilities to
obtain a good transcript in both worlds will be given as a function of τ , and we
will take its expectation. This refinement is called the expectation method, first
introduced in [15], summarized in the following theorem.

Lemma 2. Fix a forging adversary A. Let Γ = Γgood t Γbad be a partition of
the set of attainable transcripts, where there exists a non-negative function ε1(τ)
such that for any τ ∈ Γgood,

Pr [Tre = τ ]
Pr [Tid = τ ] ≥ 1− ε1(τ),

and there exists ε2 such that Pr[Tid ∈ Γbad] ≤ ε2. Then one has

Advmac
nEHtM[H,E](A) ≤ Ex[ε1(τ)] + ε2,

where the expectation is taken over the distribution pid in the ideal world.
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Proof. Since the distinguisher’s output is a (deterministic) function of the tran-
script, its distinguishing advantage is upper bounded by the statistical distance
between Tid and Tre. So we have

Advmac
nEHtM[H,E](A) ≤ ‖Tre − Tid‖

def= 1
2
∑
τ∈Γ
|Pr[Tre = τ ]− Pr[Tid = τ ]| .

Moreover we have:

‖Tre − Tid‖ =
∑
τ∈Γ

Pr[Tid=τ ]>Pr[Tre=τ ]

(Pr[Tid = τ ]− Pr[Tre = τ ])

=
∑
τ∈Γ

Pr[Tid=τ ]>Pr[Tre=τ ]

Pr[Tid = τ ]
(

1− Pr[Tre = τ ]
Pr[Tid = τ ]

)

≤
∑

τ∈Γgood

Pr[Tid = τ ]ε1(τ) +
∑
τ∈Γbad

Pr[Tid = τ ]

≤ Ex[ε1(τ)] + ε2. ut

3 Extended Mirror Theory

The goal of this section is to lower bound the number of solutions to a certain
type of system of equations and non-equations. For simplicity of notation, we
will denote N = 2n throughout this section.

We will represent a system of equations and non-equations by a graph. Each
vertex corresponds to an n-bit distinct unknowns. We will assume that the num-
ber of vertices is at most N/4, and by abuse of notation, identify the vertices with
the values assigned to them. We distinguish two types of edges, namely, =-labeled
edges and 6=-labeled edges that correspond to equations and non-equations, re-
spectively. Each of the edge is additionally labeled by an element in {0, 1}n. So,
if two vertices P and Q are adjacent by an edge with label (λ,=) (resp. (λ, 6=))
for some λ ∈ {0, 1}n, then it would mean that P ⊕Q = λ (resp. P ⊕Q 6= λ).

Consider a graph G = (V, E= t E 6=), where E= and E 6= denote the set of
=-labeled edges and the set of 6=-labeled edges, respectively. Then G can be seen
as a superposition of two subgraphs G= =def (V, E=) and G 6= =def (V, E 6=). Let
P

λ
−Q denote a (λ,=)-labeled edge in G=. For ` > 0 and a trail1

L : P0
λ1
− P1

λ2
− · · ·

λ`
− P`

in G=, its label is defined as

λ(L) def= λ1 ⊕ λ2 ⊕ · · · ⊕ λ`.

In this work, we will focus on a graph G = (V, E= t E 6=) with certain prop-
erties, as listed below.
1 A trail is a walk in which all edges are distinct.
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1. G= contains no cycle.
2. λ(L) 6= 0 for any trail L in G=.
3. If P and Q are connected with a (λ, 6=)-labeled edge, then they are not

connected by a λ-labeled trail in G=.

Any graph G satisfying the above properties will be called a nice graph. Given
a nice graph G = (V, E= t E 6=), an assignment of distinct values to the vertices
in V satisfying all the equations in E= and all the non-equations in E 6= is called
a solution to G. We remark that if we assign any value to a vertex P , then
=-labeled edges determine the values of all the other vertices in the component
containing P in G=, where the assignment is unique since G= contains no cycle,
and the values in the same component are all distinct since λ(L) 6= 0 for any trail
L. Furthermore, any non-equation between two vertices in the same component
will be redundant due to the third property above.

The number of possible assignments of distinct values to the vertices in V is
(N)|V|. One might expect that when such an assignment is chosen uniformly at
random, it would satisfy all the equations and non-equations in G with probabil-
ity close to 1/Nq, where q denotes the number of =-labeled edges (i.e., equations)
in G=. Indeed, we can prove that the number of solutions to G is close to (N)|V|

Nq

up to a certain error (that can be negligible according to the parameters). We
begin with a simple bound that holds for any type of graphs.

In the following lemma, we partition the set of vertices V into two disjoint
sets, denoted Vkn and Vuk, respectively, and fix an assignment of distinct values
to the vertices in Vkn. Subject to this assignment, the number of possible assign-
ments of distinct values to the vertices in Vuk can be lower bounded (in a way
that the entire assignment becomes a solution to G).

Lemma 3. For a positive integer q and a nonnegative integer v, let G = (V, E=t
E 6=) be a nice graph such that |E=| = q and |E 6=| = v. Suppose that

1. V is partitioned into two subsets, denoted Vkn and Vuk;
2. there is no =-labeled edge that is incident to a vertex in Vkn;
3. there is no 6=-labeled edge connecting two vertices in Vkn.

Suppose that G=
uk = (Vuk, E=) is decomposed into k components C1, . . . , Ck for

some k. Given a fixed assignment of distinct values to the vertices in Vkn, the
number of solutions to G, denoted h(G), satisfies

h(G)Nq

(N − |Vkn|)|Vuk|
≥ 1− |V|

2

N2

k∑
i=1
|Ci|2 −

2v
N
.

If every component of the graph contains exactly two vertices, then we can
improve the bound as follows.

Lemma 4. For a positive integer q and a nonnegative integer v, let G = (V, E=t
E 6=) be a nice graph such that |E=| = q and |E 6=| = v. Suppose that
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1. V is partitioned into two subsets, denoted Vkn and Vuk;
2. there is no =-labeled edge that is incident to a vertex in Vkn;
3. there is no 6=-labeled edge connecting two vertices in Vkn.

Suppose that G=
uk = (Vuk, E=) is decomposed into q components of size two. Given

a fixed assignment of distinct values to the vertices in Vkn, the number of solutions
to G, denoted h(G), satisfies

h(G)Nq

(N − |Vkn|)|Vuk|
≥ 1− 4|Vkn|2q

N2 − 4|Vkn|q2

N2 − 18q2

N2 −
32|Vkn|q3

3N3 − 16q4

N3 −
2v
N
− 16qv
N2 .

The proof of Lemma 3 and 4 will be deferred to the full version due to the space
limit. Finally, we consider a graph containing no =-labeled edges. So G= consists
only of isolated vertices.

Lemma 5. For a nonnegative integer v, let G = (V, E 6=) be a nice graph such
that |E 6=| = v. Suppose that

1. V is partitioned into two subsets, denoted Vkn and Vuk;
2. there is no 6=-labeled edge connecting two vertices in Vkn.

Given a fixed assignment of distinct values to the vertices in Vkn, the number of
solutions to G, denoted h(G), satisfies

h(G)
(N − |Vkn|)|Vuk|

≥ 1− 2v
N
.

Proof. The number of possible assignments of distinct values outside Vkn to
the vertices in Vuk is (N − |Vkn|)|Vuk|. Among these assignments, at most (N −
|Vkn|)|Vuk|−1 assignments violate any fixed 6=-labeled edge. Therefore, we have

h(G) ≥ (N − |Vkn|)|Vuk| − v(N − |Vkn|)|Vuk|−1,

which means
h(G)

(N − |Vkn|)|Vuk|
≥ 1− 2v

N
. ut

Given an arbitrary nice graph G, we will decompose G= into four subgraphs,
denoted G=

3 , G=
2 , G=

1 and G=
0 , respectively, where

– G=
3 = (V3, E=

3 ) is the union of components containing at least one trail of
length three;

– G=
2 = (V2, E=

2 ) is the union of components containing at least one trail of
length two (i.e., stars), but not a trail of length three;

– G=
1 = (V1, E=

1 ) is the union of components of size two (i.e., trails of length
one);

– G=
0 = (V0, E=

0 ) is the set of isolated vertices.

11



For i = 0, 1, 2, 3, let E 6=i denote the set of 6=-labeled edges connecting a vertex in
Vi and one in

⊔3
j=i Vj , and let

Gi =

 3⊔
j=i
Vj ,

3⊔
j=i
E=
j t

3⊔
j=i
E 6=j

 .

In order to lower bound the number of solutions to G, we will first lower bound
the number of solutions to G3 and G2 using Lemma 3, and then G1 and G0 (= G)
using Lemma 4 and Lemma 5, respectively. In the following theorem, G3 and G2
can be any partition of the components containing trails of length two, but the
current partition will be used later in our security proof.
Theorem 1. For positive integers q and v, let G = (V, E=tE 6=) be a nice graph
such that |E=| = q and |E 6=| = v. With the notations defined as above, assume
that G=

2 is decomposed into k components C1, . . . , Ck for some k. Then the number
of solutions to G, denoted h∗(G), satisfies

h∗(G)2nq

(2n)|V|
≥ 1− |G

=
3 |

4

22n −
(|G=

3 |+ |G=
2 |)2

22n

k∑
i=1
|Ci|2 −

8(|G=
3 |+ |G=

2 |)q2

22n

− 18q2

22n −
16q4

23n −
2v
2n −

16qv
22n

provided that q ≤ 2n−3.
The proof of Theorem 1 will be deferred to Appendix A.

4 Security of nEHtM Based on a Block Cipher

In this section, we consider nEHtM[H,E] based on an (n − 1)-bit δ-AXU hash
function H and an n-bit block cipher E. A messageM with an (n−1)-bit nonce
N is encrypted as

EK(0 ‖N)⊕ EK(1 ‖ (HKh(M)⊕N))

by a hash key Kh and a block cipher key K (see Section 2).
Up to the PRP-security of E, the keyed permutation EK can be replaced by

a truly random permutation π. The goal of this section is to prove the security
of nEHtM[H,π] using Theorem 1. As a result, we have the following theorem.

Theorem 2. Let δ > 0, and let H : K ×M → {0, 1}n be a δ-almost universal
hash function. For positive integers µ, q, v, and L such that q + v ≤ 2n−3, we
have

Advmac
nEHtM[H,π](µ, q, v) ≤ 10q2δ

1
2

2n + 16q4

23n + 5µ2δ + µ2

2n + 3µq 3
2 δ

2n2
+ 6µ3δ

1
2

2n

+ 24µq2

22n + 25µ4

22n + (2L+ 1)vδ + 2v
2n + 2n

(
eµ2

L2n

)L
+ ε

12



where

ε = 6qδ + q

2n + 6q2δ2 + q2δ

2n + 18q2

22n + 4µδ + 24µ2δ
1
2

2n

+ 4µ2qδ

2n + 36µ3

22n + 36µq2δ
3
2

2n + 54µ2q2δ

22n + 16qv
22n .

Note that ε contains all the negligible terms, not dominating the entire bound.
Interpretation. Setting δ ≤ `

2n for a constant ` and L = n, we have

Advmac
nEHtM[H,π](µ, q, v) = O

(
`

1
2 q2

2 3n
2

+ `µq
3n
2

2 3n
2

+ `µ2

2n + `nv

2n

)
.

4.1 Graph Representation of Transcripts
Suppose that an adversary A makes q MAC queries using at most µ faulty
nonces, and makes v verification queries. Throughout the security proof, we will
assume that

q + v ≤ 2n−3.

Let

τm = (Ni,Mi, Ti)1≤i≤q ,

τv =
(
N ′j ,M

′
j , T
′
j , b
′
j

)
1≤j≤v

denote the list of MAC queries and the list of verification queries, respectively.
Note that A is given Kh for free at the end of the attack. Then, from the
transcript

τ = (Kh, τm, τv) ,
one can fix Xi =def HKh(Mi)⊕Ni for i = 1, . . . , q, and X ′j =def HKh(M ′j)⊕N ′j
for j = 1, . . . , v.

The core of the security proof is to estimate the number of possible ways
of fixing evaluations of π in a way that π(0 ‖ Ni) ⊕ π(1 ‖ Xi) = Ti for i =
1, . . . , q, and π(0 ‖ N ′j) ⊕ π(1 ‖ X ′j) 6= T ′j for j = 1, . . . , v. We will identify
{π(0 ‖Ni)} ∪

{
π(0 ‖N ′j)

}
with a set of unknowns

P = {P1, . . . , Pq1}

where q1 ≤ q, since there might be collisions between nonces. Similarly, we
identify {π(1 ‖Xi)} ∪

{
π(1 ‖X ′j)

}
with a set of unknowns

Q = {Q1, . . . , Qq2}

for some q2 ≤ q.
For i = 1, . . . , q, let π(0 ‖ Ni) = Pj ∈ P and let π(1 ‖Xi) = Qk ∈ Q. Then

Pj and Qk are connected with a (Ti,=)-labeled edge. Similarly, for i = 1, . . . , v,
Pj and Qk are connected with a (T ′i , 6=)-labeled edge if π(0 ‖ N ′i) = Pj and
π(1 ‖ X ′i) = Qk. In this way, we obtain a graph on V =def P t Q, called the
transcript graph of τ and denoted Gτ . By definition, Gτ has no isolated vertices.
Furthermore, Gτ is a bipartite graph with independent sets P and Q.
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4.2 Bad Transcripts

For fixed positive numbers L1 and L2, a transcript τ = (Kh, τm, τv) is defined
as bad if one of the following conditions holds.

– bad1 ⇔ there exists (i, j) ∈ [q]∗2 such thatNi = Nk for some k( 6= i),Nj = Nl
for some l(6= j) and Xi = Xj .

– bad2 ⇔ bad2a ∨ bad2b ∨ bad2c ∨ bad2d ∨ bad2e, where
• bad2a ⇔ there exists i ∈ [q] such that Ti = 0;
• bad2b ⇔ there exists (i, j) ∈ [q]∗2 such that Ni = Nj and Ti = Tj ;
• bad2c ⇔ there exists (i, j) ∈ [q]∗2 such that Xi = Xj and Ti = Tj ;
• bad2d ⇔ there exists (i, j, k) ∈ [q]∗3 such that Xi = Xj , Nj = Nk and
Ti ⊕ Tj ⊕ Tk = 0;

• bad2e ⇔ there exists (i, j, k, l) ∈ [q]∗4 such that Xi = Xj , Nj = Nk,
Xk = Xl and Ti ⊕ Tj ⊕ Tk ⊕ Tl = 0.

– bad3 ⇔ bad3a ∨ bad3b, where
• bad3a⇔ there exist i ∈ [q] and j ∈ [v] such that Ni = N ′j , Xi = X ′j and
Ti = T ′j ;

• bad3b⇔ there exist (i, j, k) ∈ [q]∗3 and l ∈ [v] such that Xi = Xj ,
Nj = Nk, Xk = X ′l , N ′l = Ni, and Ti ⊕ Tj ⊕ Tk ⊕ T ′l = 0.

– bad4⇔|{i ∈ [q] : Xi = Xj , Nj = Nk for some j, k s.t. j 6= i, k 6= j}| ≥ L1.
– bad5 ⇔ |{i ∈ [q] : Xi = Xj for some j such that j 6= i}| ≥ L2.

If a transcript τ is not bad, then it will be called a good transcript. For a good
transcript τ , we observe that

1. G=
τ , being a bipartite graph, contains no cycle without bad1;

2. G=
τ contains no trail L such that λ(L) = 0 without bad1 ∨ bad2;

3. if two vertices are connected by a λ-labeled trail in G=, then they cannot be
connected with a (λ, 6=)-labeled edge without bad1 ∨ bad3.

Furthermore, we see that G=
τ contains no trail of length 5 without bad1. With

this observation, we conclude that for a good transcript τ ,

1. the transcript graph Gτ is nice (as defined in Section 3);
2. |G| ≤ 2(q + v) ≤ 2n−2.

These properties allow us to use Theorem 1 later. The following lemma upper
bounds the probability of bad transcripts in the ideal world.

Lemma 6. With the notations defined as above, it holds that

Pr[Tid ∈ Γbad] ≤ 2µqδ
L1

+ q

2n + q2δ

L2
+ q2δ

2n + 4µ2δ + µ2

2n + 3µq 3n
2 δ

2n2

+ 4µ2qδ

2n + (2L3 + 1)vδ + 2n
(
eµ2

L32n

)L3

.
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Proof. In order to analyze bad3b later, we need to define a certain auxiliary event,
which is parameterized by a positive number L3; let

IT
def= {i ∈ [q] : Ni = Nj and Ti ⊕ Tj = T for some j < i}

for T ∈ {0, 1}n, and let

– aux ⇔ there exists T ∗ ∈ {0, 1}n such that |IT∗ | > L3.

1. For fixed T ∈ {0, 1}n and i ∈ [q], suppose that i ∈ IT . It means that the
i-th query is faulty, and that Ti = Tj for any (previous) j-th query such that
Ni = Nj , which happens with probability at most µ/2n. Therefore we have

Pr [aux] ≤ 2n
(
µ

L3

)( µ
2n
)L3
≤ 2n

(
eµ2

L32n

)L3

.

2. The number of queries using any repeated nonce is at most 2µ. So the number
of pairs (i, j) ∈ [q]∗2 such that Ni = Nk for some k( 6= i) and Nj = Nk′ for
some k′( 6= j) is at most 4µ2. For each of such pairs, say (i, j), the probability
that Xi = Xj is at most δ. Therefore, we have

Pr[bad1] ≤ 4µ2δ.

3. The probability that Ti = 0 for some i ∈ [q] is q
2n ; namely,

Pr[bad2a] ≤ q

2n .

4. By symmetry, we can assume that i < j, which means that Nj is a faulty
nonce. For each MAC query using a faulty nonce, there are at most µ other
queries using the same nonce. So the number of pairs (i, j) such that i < j
and Ni = Nj is at most µ2. For each of such pairs (i, j), the probability that
Ti = Tj is 1

2n . Therefore, we have

Pr [bad2b] ≤
µ2

2n .

Similarly, we can show that

Pr [bad2c] ≤
q2δ

2n .

5. Consider the case that i > max{j, k}. On the i-th query, the number of pairs
(j, k) ∈ [q]∗2 such that Nj = Nk is at most 2µ2. For each such pair (j, k), the
probability that Ti ⊕ Tj ⊕ Tk = 0 and Xi = Xj is δ

2n . By similar arguments
for the other cases (i.e., j > max{i, k} and k > max{i, j}), we see

Pr [bad2d] ≤
4µ2qδ

2n .
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6. Consider the case that k > max{i, j, l} and the k-th query makes bad2e. For
each Z ∈ Kh, let

IZ
def=
{

(i, j) ∈ [l − 1]∗2 : HZ(Mi)⊕HZ(Mj) = Ni ⊕Nj
}
,

JZ
def= {l ∈ [l − 1] : HZ(Mk)⊕HZ(Ml) = Nk ⊕Nl} .

Since H is δ-almost XOR universal, we have
∑
Z∈Kh |IZ | ≤ q2δ|Kh| and∑

Z∈Kh |JZ | ≤ qδ|Kh|. Then the probability that the k-th query completes
a trail of length 4 satisfying Ti ⊕ Tj ⊕ Tk ⊕ Tl = 0 is upper bounded by

∑
Z∈Kh

Pr [Kh = Z] ·min
{
|IZ | |JZ |

2n , 1
}
≤ 1
|Kh|

∑
Z∈Kh

√
|IZ | |JZ |

2n

≤ 1
|Kh|

√√√√( ∑
Z∈Kh

|IZ |
2n

)( ∑
Z∈Kh

|JZ |

)
≤
√
q3δ2

2n ,

where the last inequality follows from the Cauchy-Schwarz inequality. Since
the k-th query makes an inner edge of the trail, it should be a faulty query.
Therefore this case happens with probability at most

µ

√
q3δ2

2n . (1)

Next, consider the case that l > max{i, j, k} and the l-th query makes bad2e.
For each Z ∈ Kh, let

R def= {i ∈ [l − 1] : Ni = Nj for some j ∈ [l − 1] such that j 6= i} ,

I ′Z
def= {(i, j) ∈ ([l − 1]×R) : i 6= j and HZ(Mi)⊕HZ(Mj) = Ni ⊕Nj} ,

J ′Z
def= {k ∈ R : HZ(Mk)⊕HZ(Ml) = Nk ⊕Nl} .

Since |R| ≤ 2µ and H is δ-almost XOR universal, we have
∑
Z∈Kh |I

′
Z | ≤

2µqδ|Kh| and
∑
Z∈Kh |J

′
Z | ≤ 2µδ|Kh|. Then the probability that the l-th

query completes a trail of length 4 satisfying Ti ⊕ Tj ⊕ Tk ⊕ Tl = 0 is upper
bounded by

∑
Z∈Kh

Pr [Kh = Z] ·min
{
|I ′Z | |J ′Z |

2n , 1
}
≤ 1
|Kh|

∑
Z∈Kh

√
|I ′Z | |J ′Z |

2n

≤ 1
|Kh|

√√√√( ∑
Z∈Kh

|I ′Z |
2n

)( ∑
Z∈Kh

|J ′Z |

)
≤
√

4µ2qδ2

2n .

Therefore this case happens with probability at most

q

√
4µ2qδ2

2n . (2)
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By symmetry, (1) and (2) cover the other cases (i.e., i > max{j, k, l} and
j > max{i, k, l}). Therefore we have

Pr [bad2e] ≤ µ
√
q3δ2

2n + q

√
4µ2qδ2

2n = 3µq 3n
2 δ

2n2
.

7. When an adversary makes a verification query (N ′j ,M ′j , T ′j), there is at most
one MAC query (Ni,Mi, Ti) such that Ni = N ′j and Ti = T ′j without bad2b,
since there would not be a pair of MAC queries whose nonces and tags are
all the same. 2 For this pair of indices, the probability that Xi = X ′j is upper
bounded by vδ. Therefore, we have

Pr[bad3a | ¬bad2b] ≤ vδ.

8. Suppose that an adversary makes a verification query (N ′l ,M ′l , T ′l ), assuming
bad1 ∨ aux did not happen. In order for this verification query to complete
a cycle of length 4 containing it, there should be only a single MAC query,
say (Ni,Mi, Ti), such that Ni = N ′l since otherwise we have bad1. Let T =
Ti⊕T ′l . Then it should be the case that either Xj = Xi or Xj = X ′l for some
j ∈ IT , which happens with probability at most 2L3δ. Therefore, we have

Pr [bad3b ∧ ¬bad1 ∧ ¬aux] ≤ 2L3vδ.

9. The number of possible choices for j is at most 2µ since the j-th query uses
a repeated nonce. For a fixed i ∈ [q], the probability that Xi = Xj is at most
δ. By Markov inequality, we have

Pr [bad4] ≤ 2µqδ
L1

.

10. By Markov inequality, we have

Pr [bad5] ≤ q2δ

L2
.

All in all, we have

Pr[Tid ∈ Γbad] ≤ Pr [bad1 ∨ bad2 ∨ bad3 ∨ bad4 ∨ bad5]

≤ Pr [aux] + Pr [bad1] +
∑

x∈{a,b,c,d,e}

Pr [bad2x]

+ Pr [bad3a | ¬bad2b] + Pr [bad3b ∧ ¬bad1 ∧ ¬aux]
+ Pr [bad4] + Pr [bad5]

≤ 2µqδ
L1

+ q

2n + q2δ

L2
+ q2δ

2n + 4µ2δ + µ2

2n + 3µq 3n
2 δ

2n2

+ 4µ2qδ

2n + (2L3 + 1)vδ + 2n
(
eµ2

L32n

)L3

.

ut
2 For simplicity of analysis, one can assume that an adversary begins making verifica-
tion queries after it makes all the MAC queries.
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4.3 Concluding the Proof Using Mirror Theory

For any good transcript τ , let G=
τ denote the graph obtained by deleting all 6=-

labeled edges from Gτ . We can decompose G=
τ into four subgraphs in the same

way as we did in Section 3, namely,

G=
τ = G=

3 t G=
2 t G=

1 t G=
0 ,

where G=
3 is the union of the components containing at least one trail of length

three, G=
2 is the union of “stars”, G=

1 is the set of isolated edges, and G=
0 is the set

of isolated vertices. We also decompose G=
3 and G=

2 into connected components
as follows.

G=
3 = (V3, E=

3 ) = C′1 t · · · t C′k′ ,
G=

2 = (V2, E=
2 ) = C1 t · · · t Ck,

for some k and k′. Let ci = |Ci| for i = 1, . . . , k. We will also write c = |G=
2 | (=∑k

i=1 ci) and c′ = |G=
3 |.

The probability of obtaining τ in the real world is computed over the ran-
domness of π. By Theorem 1, the number of possible ways of evaluating π at
the unknowns in V (i.e., h∗(Gτ )) is lower bounded by

(2n)|V|
2nq (1− ε1(τ))

where

ε1(τ) def= c′4

22n + (c+ c′)2

22n

k∑
i=1

ci
2 + 8(c+ c′)q2

22n + 18q2

22n + 16q4

23n + 2v
2n + 16qv

22n . (3)

Since the probability that π realizes each assignment is exactly 1/(2n)|V|, and

Pr [pid = τ ] = 1
|Kh| · 2nq

,

we have
Pr [pre = τ ]
Pr [pid = τ ] ≥ 1− ε1(τ). (4)

Upper Bounding c and c′. Each component C′i has a trail of length 3, so
without bad1, P0 should contain at least one vertex of degree one (i.e., a leaf of
C′i). We fix such a vertex, denoted P ∗i , and its unique neighbor, denoted Q∗i , for
every i = 1, . . . , k′. Again, without bad1, every vertex of C′i except P ∗i and Q∗i
should be connected with Q∗i by a trail of length 1, 2, or 3. Without bad4, the
number of vertices in P0 that are connected with some Q∗i by a trail of length 3
is at most L1. The number of vertices in Q0 that are connected with some Q∗i
by a trail of length 2 is at most µ. Since k′ ≤ L1, we have

c′ ≤ 2k′ + L1 + µ ≤ 3L1 + µ. (5)
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On the other hand, we observe that each edge of E=
0 t E=

1 corresponds to
either a repeated nonce or a collision on X. Therefore, we have

c+ c′ = k + k′ + |E=
0 t E=

1 | ≤ k + k′ + 2µ+ L2 ≤ 2L2 + 3µ (6)

since k + k′ ≤ µ+ L2.
Taking the Expectation of ε1(τ). Connected components Ci of G=

2 can be
classified into two types; a vertex P ∈ P and its adjacent vertices in Q, called
a P -star, and a vertex Q ∈ Q and its adjacent vertices in P, called a Q-star.
By renaming the components, let D1, . . . ,Dr denote the Q-stars in G=

2 , and
let D′1, . . . ,D′s denote the P -stars in G=

2 for some r and s. Let di = |Di| for
i = 1, . . . , r and let d′i = |D′i| for i = 1, . . . , s. When a single nonce is repeatedly
used d+1 times for any d ≥ 1, the d faulty nonces will make a P -star containing
d+ 2 vertices. Therefore we have

s∑
i=1

(d′i − 2) ≤ µ

and
s∑
i=1

d′i
2 ≤

s∑
i=1

(d′i − 2)2 + 4
s∑
i=1

(d′i − 1) ≤ µ2 + 4µ.

Each Q-star Di corresponds to an equivalent class of size di − 1 (defined in
Lemma 1). Therefore we have

(c+ c′)2

22n

k∑
i=1

ci
2 ≤ (2L2 + 3µ)2

22n

k∑
i=1

ci
2

= (2L2 + 3µ)2

22n

(
r∑
i=1

di
2 +

s∑
i=1

d′i
2
)

≤ (2L2 + 3µ)2

22n

(
r∑
i=1

di
2 + µ2 + 4µ

)
(7)

Furthermore, using Lemma 1 with pi = di − 1 and a δ-AXU hash function
(N,M) 7→ N ⊕HKh(M), we obtain

Ex
[

r∑
i=1

di
2

]
≤ Ex

[
r∑
i=1

(di − 1)2 +
r∑
i=1

2di

]
≤ Ex

[
r∑
i=1

3(di − 1)2

]
≤ 6q2δ. (8)

By (3), (5), (6), (7) and (8), we have

Ex [ε1(τ)] ≤ (3L1 + µ)4

22n + (2L2 + 3µ)2(6q2δ + µ2 + 4µ)
22n

+ 8(2L2 + 3µ)q2

22n + 18q2

22n + 16q4

23n + 2v
2n + 16qv

22n . (9)

By (4), (9), Lemma 2 and Lemma 6, and by setting L1 = µ
3 and L2 = 2n−1δ

1
2 ,

we obtain Theorem 2.
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5 Security of nEHtM Based on a Pseudorandom Function

In this section, we consider nEHtM[H,F ] based on an (n − 1)-bit δ-AXU hash
function H and an n-to-s bit keyed function F , where 1 ≤ s ≤ n. Up to the
PRF-security of F , we will replace F by a truly random function ρ, and prove
the security of nEHtM[H, ρ].
Graph Representation of Transcripts. Suppose that an adversary A
makes q MAC queries using at most µ faulty nonces, and makes v verification
queries, obtaining

τm = (Ni,Mi, Ti)1≤i≤q ,

τv =
(
N ′j ,M

′
j , T
′
j , b
′
j

)
1≤j≤v .

as well as Kh for free at the end of the attack. Once Kh is fixed, we can also fix
Xi = HKh(Mi)⊕Ni for i = 1, . . . , q, and X ′j = HKh(M ′j)⊕N ′j for j = 1, . . . , v.
Then, exactly in the same way as we did in Section 4, we can define the transcript
graph of τ , denoted Gτ , and the graph obtained by deleting all 6=-labeled edges
from Gτ , denoted G=

τ .
Bad Transcripts. A transcript τ = (Kh, τm, τv) is defined as bad if one of the
following conditions holds.

– bad1 ⇔ there exists (i, j) ∈ [q]∗2 such that Ni = Nk for some k(6= i),
Nj = Nk′ for some k′(6= j), and Xi = Xj .3

– bad2 ⇔ there exist i ∈ [q] and j ∈ [v] such that Ni = N ′j , Xi = X ′j , and
Ti = T ′j .

– bad3 ⇔ there exist (i, j, k) ∈ [q]∗3 and l ∈ [v] such that Xi = Xj , Nj = Nk,
Xk = X ′l , N ′l = Ni, and Ti ⊕ Tj ⊕ Tk ⊕ T ′l = 0.

If a transcript τ is not bad, then it will be called a good transcript. For a good
transcript τ , we observe that

1. G=
τ , being a bipartite graph, contains no cycle without bad1;

2. if two vertices are connected by a λ-labeled trail in G=, then they cannot be
connected with a (λ, 6=)-labeled edge without bad1 ∨ bad2 ∨ bad3.

For a good transcript τ , the transcript graph G=
τ is decomposed into trees. Due

to the second property above, any 6=-labeled edge connects two different trees.
Upper Bounding the Probability of Bad Events. In order to upper
bound the probability of each bad event (in the ideal world), we fix a positive
number L, let

IT
def= {i ∈ [q] : Ni = Nj and Ti ⊕ Tj = T for some j such that j < i}

for T ∈ {0, 1}s, and then define the following two auxiliary events.
3 It is possible that k = j and k′ = i.
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– aux1 ⇔ there exists (i, j) ∈ [q]∗2 such that Ni = Nj and Ti = Tj .
– aux2 ⇔ there exists T ∗ ∈ {0, 1}s such that |IT∗ | > L.

Events aux1, aux2, bad1, bad2 and bad3 are similar to bad2b, aux, bad1, bad3a
and bad3b defined in Section 4, respectively (except that the tag size is s bits).
So we have

Pr[aux1] ≤ µ2

2s , Pr[aux2] ≤ 2s
(
eµ2

L2s

)L
, Pr[bad1] ≤ 4µ2δ,

Pr[bad2 ∧ ¬aux1] ≤ vδ, Pr[bad3 ∧ ¬bad1 ∧ ¬aux2] ≤ 2Lvδ,

and hence,

Pr[pid ∈ Γbad] ≤ Pr[aux1 ∨ aux2 ∨ bad1 ∨ bad2 ∨ bad3]

≤ µ2

2s + 4µ2δ + (2L+ 1)vδ + 2s
(
eµ2

L2s

)L
. (10)

Concluding the Proof. For any good transcript τ , let V denote the vertex
set of G=

τ . Then the number of components of G=
τ is |V| − q, so the number of

solutions to the set of all equations in G=
τ is exactly 2s(|V|−q). When a single 6=-

labeled edge is replaced by a =-labeled edge, the resulting graph has |V| − q− 1
components. This means that there are exactly 2s(|V|−q−1) solutions to G=

τ that
violate a single non-equation. Since there are v non-equations, we conclude that
the number of solutions to Gτ is at least

2s(|V|−q) − v2s(|V|−q−1).

Since the probability that ρ realizes each assignment (in the real world) is exactly
1/2s|V|, we have

Pr [pre = τ ] ≥ 1
|Kh|

(
1

2sq −
v

2s(q+1)

)
.

Since
Pr [pid = τ ] = 1

|Kh| · 2sq
,

we have
Pr [pre = τ ]
Pr [pid = τ ] ≥ 1− v

2s . (11)

By (10), (11) and Lemma 2, we obtain following theorem.

Theorem 3. Let δ > 0, and let H : K ×M → {0, 1}n be a δ-almost universal
hash function. For positive integers µ, q, v, and for any L > 0, we have

Advmac
nEHtM[H,ρ](µ, q, v) ≤ µ2

2s + 4µ2δ + v

2s + (2L+ 1)vδ + 2s
(
eµ2

L2s

)L
.
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When L = µ+ 1, we have Pr [aux2] = 0 since |IT | ≤ µ. Then, by Theorem 3, we
have

Advmac
nEHtM[H,ρ](µ, q, v) ≤ µ2

2s + 4µ2δ + v

2s + (2µ+ 3)vδ. (12)

When 1 ≤ s ≤ 1
δ2s , let L = 1

δ2s . Assuming 2eµ2δ ≤ 1, we have

2s
(
eµ2δ

) 1
δ2s ≤ 2s

(
eµ2δ

)s ≤ 2eµ2δ,

and hence,

Advmac
nEHtM[H,ρ](µ, q, v) ≤ µ2

2s + (2e+ 4)µ2δ + 3v
2s + vδ. (13)

Alternative Bound. Interestingly, we can obtain an alternative bound by
slightly modifying the bad events. A transcript τ is defined as bad if it satisfies
bad1 (as defined above), bad′2 or bad′3, where

– bad′2 ⇔ there exist i ∈ [q] and j ∈ [v] such that Ni = N ′j and Xi = X ′j .
– bad′3 ⇔ there exist i ∈ [q] and j ∈ [v] such that Ni = Nk for some k(6= i)

and Xi = X ′j .

If two vertices are connected by a λ-labeled trail in G=, then they cannot be
connected with a (λ, 6=)-labeled edge without bad′2 ∨ bad′3.

1. When an adversary makes a verification query (N ′j ,M ′j , T ′j), there are at
most µ+ 1 MAC queries (Ni,Mi, Ti) such that Ni = N ′j . For each such pair,
the probability that Xi = X ′j is upper bounded by δ. Therefore, we have

Pr[bad′2] ≤ (µ+ 1)vδ.

2. For a verification query (N ′j ,M ′j , T ′j) and a query (Ni,Mi, Ti) using any re-
peated nonce, the probability that Xi = X ′j is at most δ. Therefore, we
have

Pr[bad′3] ≤ 2µvδ.

With this type of bad transcripts, we have the following theorem.

Theorem 4. Let δ > 0, and let H : K ×M → {0, 1}n be a δ-almost universal
hash function. For positive integers µ, q, v, we have

Advmac
nEHtM[H,ρ](µ, q, v) ≤ 4µ2δ + v

2s + (3µ+ 1)vδ.

The main difference of Theorem 4 from Theorem 3 is that the tag size s does
not affect the number of faulty queries µ, while this bound contains the term
µvδ (which is not in Theorem 3), so µ possibly limits the number of verification
queries v.
Interpretation. Given that nEHtM[H, ρ] is secure up to any number of MAC
queries and 2s verification queries, one might wonder how many faulty queries
can be allowed. Assuming δ ≈ 1

2n , we observe the following:
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1. When n
2 < s ≤ 1

δ2s , nEHtM[H, ρ] is secure as long as µ < max{2 s2 , 2n−s}
by (13) and Theorem 4.

2. When s ≤ n
2 , nEHtM[H, ρ] is secure as long as µ < 2n2 by Theorem 4.

When s = n, we have

Advmac
nEHtM[H,ρ](µ, q, v) ≤ 4µ2δ + µ2

2n + 2eµ2

n2n + (2n+ 1)vδ + v

2n

by Theorem 3 with L = n(= s), which means that nEHtM[H, ρ] is secure when
µ < 2n2 and v < 2n

n .

6 Security of Truncated nEHtM

In this section, we analyze how tag truncation affects the security of nEHtM
when nEHtM is based on a block cipher E (which is modeled as a truly random
permutation π). We can take two different approaches.

First, we can use Theorem 5 in [8]; let F : K×N ×M→ {0, 1}n be a nonce-
based MAC with key space K, nonce space N , message spaceM and tag space
T = {0, 1}n. For any 1 ≤ s ≤ n−1, let Trs : {0, 1}n → {0, 1}s be a function that
takes s bits of the input in any way (e.g., the leftmost s bits of an n-bit input).
Let

Fs
def= Trs ◦ F

denote a truncated variant of F that returns only s bits of the original tag.
Cogliati et al. [8] proved that

Advmac
Fs (µ, q, v, t) ≤ Advmac

F (µ, q, 2n−sv, t). (14)

We can combine (14) with Theorem 2. However, the threshold number of MAC
queries would not go beyond 2 3n

4 anyway.
An alternative approach is to use Theorem 3 and 4 by seeing a truncated

permutation as a pseudorandom function. In [30, 13], it has been proved that

Advprf
Trs◦π(q) ≤ q

2n− s2
for a random permutation π. Since a (µ, q, v)-forging adversary makes at most
2(q + v) calls to the underlying (truncated) block cipher, we have the following
theorem.
Theorem 5. Let δ > 0, and let H : K ×M → {0, 1}n be a δ-almost universal
hash function. For positive integers µ, q, v, and for any L > 0, we have

Advmac
nEHtM[H,π]s(µ, q, v) ≤ min{A,B},

where

A = µ2

2s + 4µ2δ + v

2s + (2L+ 1)vδ + 2s
(
eµ2

L2s

)L
+ q + v

2n− s2−1 ,

B = 4µ2δ + v

2s + (3µ+ 1)vδ + q + v

2n− s2−1 .
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Interpretation. When s ≤ 2n
3 , nEHtM[H,π]s is secure up to 2n− s2 MAC

queries and 2s verification queries as long as µ < min{2n2 , 2n−s} by Theo-
rem 5 (using B). In particular, we observe that

1. when s = n
2 , nEHtM[H,π]s is secure up to 2 3n

4 MAC queries, 2s verification
queries, and 2n2 faulty queries;

2. when s = n
4 , nEHtM[H,π]s is secure up to 2 7n

8 MAC queries, 2s verification
queries, and 2n2 faulty queries.
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A Proof of Theorem 1

Proof. For i = 1, 2, 3, let qi = |E=
i | and let vi = |E 6=i |. Then we have q =

q1 +q2 +q3 (with q0 = 0) and v = v0 +v1 +v2 +v3. Note that we interchangeably
write |Gi|, |G=

i | and |Vi| for i = 1, 2, 3.
Suppose that G=

3 is decomposed into k′ components C′1, . . . , C′k′ for some k′.
Then by Lemma 3, the number of solutions to G3, denoted h(G3), satisfies

h(G3)Nq3

(N)|V3|
≥ 1− |V3|2

N2

k′∑
i=1
|C′i|

2 − 2v3

N
≥ 1− |V3|4

N2 −
2v3

N
. (15)

Again, by Lemma 3, for a fixed solution to G3, the number of solutions to G2,
denoted h(G2), satisfies

h(G2)Nq2

(N − |V3|)|V2|
≥ 1− (|V3|+ |V2|)2

N2

k∑
i=1
|Ci|2 −

2v2

N
. (16)
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By Lemma 4, for a fixed solution to G2, the number of solutions to G1, denoted
h(G1), satisfies

h(G1)Nq1

(N − |V3| − |V2|)|V1|
≥ 1− 4(|V3|+ |V2|)2q1

N2 − 4(|V3|+ |V2|)q2
1

N2

− 18q2
1

N2 −
32(|V3|+ |V2|)q3

1
3N3 − 16q4

1
N3 −

2v1

N
− 16q1v1

N2

≥ 1− 8(|V3|+ |V2|)q2

N2 − 18q2

N2 −
64q4

3N3 −
2v1

N
− 16qv

N2

(17)

since |V3|+ |V2|+ 2q1 ≤ 2q ≤ N/4. By Lemma 5, for a fixed solution to G1, the
number of solutions to G0, denoted h(G0), satisfies

h(G0)
(N − |V3| − |V2| − |V1|)|V0|

≥ 1− 2v0

N
. (18)

By (15), (16), (17), (18), we have

h∗(G)Nq

(N)|V|
= h(G3)Nq3

(N)|V3|
· h(G2)Nq2

(N − |V3|)|V2|

× h(G1)Nq1

(N − |V3| − |V2|)|V1|
· h(G0)

(N − |V3| − |V2| − |V1|)|V0|

≥ 1− |V3|4

N2 −
(|V3|+ |V2|)2

N2

k∑
i=1
|Ci|2 −

8(|V3|+ |V2|)q2

N2

− 18q2

N2 −
64q4

3N3 −
2v3

N
− 2v2

N
− 2v1

N
− 2v0

N
− 16qv

N2

≥ 1− |V3|4

N2 −
(|V3|+ |V2|)2

N2

k∑
i=1
|Ci|2 −

8(|V3|+ |V2|)q2

N2

− 18q2

N2 −
64q4

3N3 −
2v
N
− 16qv

N2 . ut
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