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Abstract. Multi-computations in finite groups, such as multiexponen-
tiations and multi-scalar multiplications, are very important in ElGamal-
like public key cryptosystems. Algorithms to improve multi-computations
can be classified into two main categories: precomputing methods and
recoding methods. The first one uses a table to store the precomputed
values, and the second one finds a better binary signed-digit (BSD) rep-
resentation. In this article, we propose a new integer similarity strategy
for multi-computations. The proposed strategy can aid with precomput-
ing methods or recoding methods to further improve the performance
of multi-computations. Based on the integer similarity strategy, we pro-
pose two efficient algorithms to improve the performance for BSD sparse
forms. The performance factor can be improved from 1.556 to 1.444 and
to 1.407, respectively.
Keywords: ElGamal-like public key cryptosystems, binary signed-digit
(BSD) representations, sparse forms, multi-computations, multiexponen-
tiations, multi-scalar multiplications

1 Introduction

Multi-computations in finite groups, such as multiexponentiations, e.g. c = axby,
and multi-scalar multiplications, e.g. C = xA + yB (A, B, and C denote points
in one elliptic curve), are very important in many ElGamal-like public key
cryptosystems [8] [21] [9]. In addition to the algorithms for single computa-
tions (some good surveys can be found in [13] [5] [10]), the performance of
multi-computations can be improved by the concept of multiexponentiation [8,
Section V.B]. This concept was generalized to the small window methods by
Yen, Laih, and Lenstra [23].

Based on the concept of multiexponentiations, many algorithms have been
proposed to improve the performance of multi-computations. In general, these
algorithms can be classified into two categories: precomputing methods and re-
coding methods. Precomputing methods use a large table to store the precom-
puted values, such as the BGMW method [4] and the Lim-Lee method [14].

? This work was supported by the National Science Council, Taiwan, under contract
NSC 92-2213-E-232-002



140 Wu-Chuan Yang, D. J. Guan, and Chi-Sung Laih

Precomputing methods are very suitable for memory sufficient environment and
have the better performance indeed. Since the binary signed-digit (BSD) rep-
resentation of an integer is not unique, recoding methods try to recode the
BSD representations of x and y such that their joint Hamming weight ω(x, y)
is as minimal as possible [7] [22]. The joint Hamming weight can be defined
by the number of digit pairs, at least one of which is nonzero. Recoding meth-
ods are very useful in memory limited environments, such as IC cards or smart
consumer electronic devices. Recently, this topic has been discussed in many
articles [15] [18] [2] [3] [16] [19].

In this article, we focus on the memory limited environment and intro-
duce a new integer similarity strategy to improve the performance of multi-
computations. When computing c = axby or C = xA + yB, the recoding meth-
ods match the zeros or nonzeros as possible by recoding x and y in advance,
therefore the performance of multi-computations can be improved. Instead of
recoding x and y, the new strategy is by deleting or inserting some digits in
x and y, such that x and y have as much similarity as possible. For example, if
x = 0101010112 and y = 1010101012, we can match the zeros by deleting the
first zero in x and inserting a zero before the last digit in y as follows.

x 0 1 0 1 0 1 0 1 1

Original computation y 1 0 1 0 1 0 1 0 1 ω(x, y) = 9

x 0 1 0 1 0 1 0 1 1

adjusted computation y 1 0 1 0 1 0 1 01 ω(x, y) = 5

↑ ↑

deleted inserted

Obviously, the computation must be modified for evaluating the correct result
if some digits in x or y were deleted or inserted. As the above example, we only
compute the deleted digit which is the beginning digit of x. Afterwards the digit
with the same value can be computed simultaneously. Finally, the inserted digit
in y should be computed with the last digit pair. Different from the recoding
methods, our proposed methods improve the performance by shifting the digits.
Thus our methods are very promising ones to improve performance in memory
limited environments.

Since the performance of the multi-computation algorithms is determined
by the computations of nonzero columns, we use a performance factor, ρ, to
evaluate the performance of multi-computations. The performance factor can
be defined as follows, note that ”1” refers to the necessary computations of
square (in multiexponentiation) or double (in multi-scalar multiplication).

ρ = 1 +
number of nonzero digit pairs

number of total digit pairs
.

The performance of multi-computations by BSD representations can be de-
scribed as follows: ρ = 1.556 by using sparse forms directly [13], ρ′ = 1.534
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[7] by using the Dimitrov-Jullien-Miller method, and ρ′′ = 1.500 [22] by using
joint sparse forms, respectively. The proposed integer similarity strategy has
practical applications for the above BSD methods. Based on the integer similar-
ity strategy, we propose two efficient algorithms to improve the performance for
BSD sparse forms; the performance factor can be reduced from 1.556 to 1.444
and to 1.407, respectively. The proposed strategy can also be used in binary rep-
resentations since it does not recode the representation. Based on the proposed
strategy, ρ can be reduced from 1.75 to 1.667 in binary method.

The rest of this article is organized as follows. In Section 2, we first review
the basic multi-computation algorithms. The concept of integer similarity strat-
egy and the proposed algorithms are illustrated in Section 3. And we also prove
the performance of the proposed algorithms. In Section 4, we compare the per-
formances of some well-known recoding methods and our proposed methods.
Besides, the application of the proposed strategy to binary representations is
also discussed in Section 4. Finally, our conclusion is presented in Section 5.

2 Preliminaries of Multi-Computations

To simplify the description, the integer similarity strategy is described by multi-
scalar multiplication, C = xA + yB, with BSD representations only. Note that
our strategy can also be applied to multiexponentiation, c = axby, with binary
representations [11]. The notations used in this article are described as follows.
The uppercase alphabet, such as A or B, denotes the discrete point in elliptic
curve public key cryptosystems. The lowercase alphabet, such as x or y, denotes
an n-bit integer. Because the minimal weight BSD representations need an extra
BSD, x can be represented by n + 1 BSDs as follows (1̄ denotes −1).

x =
n∑

i=0

xi2
i = (xnxn−1 · · ·x1x0)2, where xi ∈ {1̄, 0, 1}.

Symbol |x| represents the bit-length of x, ω(x) represents the Hamming weight of
x, i.e. the number of nonzero digits. In multi-computation, we put our emphasis
on whether the digit is zero or not. Therefore we use ”o” to denote zero value,
and ”ι” to denote the nonzero values. Hence the digits can be classified into
two sets: the zero set So and the nonzero set Sι. xi ∼ yi denotes xi, yi ∈ So or
xi, yi ∈ Sι. The expression xi 6∼ yi denotes xi ∈ So, yi ∈ Sι or xi ∈ Sι, yi ∈ So.

For integer pairs, |(x, y)| = max(|x|, |y|), the joint Hamming weight ω(x, y) is
defined by the total number of (xi, yi) 6= (0, 0), for all i. Thus, the performance

factor ρ can be simplified to ρ = 1 + ω(x,y)
|(x,y)| .

2.1 The Basic BSD Method for Multi-Scalar Multiplications

The expected ω(x) in minimal weight BSD representations is 1
3n [1]. Many algo-

rithms can be used to recode the binary representation or any BSD representa-
tion to minimum weight BSD representation [20] [11] [12]. Notice that an integer
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may have many minimal weight BSD representations, the most famous one is
called the sparse form since no two consecutive digits are both nonzeros. Sparse
forms are also called canonical forms or non-adjacent forms [10]. Minimal weight
BSD representations are especially suitable for elliptic curve scalar multiplica-
tions since the inverse of a point is easy to compute. The basic BSD method
for multi-scalar multiplications is shown in Algorithm 1. Symbol O denotes the
identity element of the elliptic curve, this point is also called ”point at infinity.”
The value of all possible xiA+ yiB must be precomputed in Line 6 of Algorithm

1. Therefore it needs 5 registers to store the value of A, B, A + B, A − B,
and C. The inverse value −A, −B, −A − B and −A + B are easily to obtain
from the precomputed table, so we do not need to precompute these value. The
performance factor of Algorithm 1, ρ1, is equal to 1.556. The proof is shown in
Theorem 1.

Algorithm 1. The Basic BSD Method for multi-computations

I/P: A, B, x, y

O/P: C = xA + yB

1: Recode x and y to the minimum weight BSD representations;

2: Prepare the following values: A, B, A ± B;

3: C = O;

4: for i = n downto 0 do {

5: C = 2C;

6: if (xi, yi) 6= (0, 0) then C = C + (xiA + yiB);

7: }

Theorem 1. The performance factor of Algorithm 1 is ρ1 = 1 5
9 ' 1.556.

Proof. In Line 6, the probability of (xi, yi) 6= (0, 0) is 1 − ( 2
3 )2 = 5

9 .
Therefore the performance factor ρ1 = 1 + 5

9 ' 1.556. ut

2.2 The Recoding Methods for BSD Representations

Since there are many minimal weight BSD representations, the result of Algo-

rithm 1 can be improved by recoding the representations. Dimitrov, Jullien, and
Miller proposed 8 reduction rules to recode x and y (called the DJM method
in this article) [7]. In their method, if the scanned segment of three consecutive
digits matches one of the upper part of Table 1, the algorithm recode the seg-
ment to the corresponding lower part. The performance factor can be reduced
from 1.556 to 1.534 by using the DJM method.

On the view of sparse form for the single integer, Solinas proposed the con-
cept of joint sparse form (JSF) for pairs of integers, the properties of JSF are
illustrated as follows [22] :

1. Of any 3 consecutive digits, at least one is double zeros.
2. Adjacent digits do not have opposite signs.
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Table 1. The DJM reduction rules

Original xi+2xi+1xi 010 010 01̄0 01̄0 101̄ 101̄ 1̄01 1̄01

digits yi+2yi+1yi 101̄ 1̄01 101̄ 1̄01 010 01̄0 010 01̄0

After x′

i+2x
′

i+1x
′

i 010 010 01̄0 01̄0 011 011 01̄1̄ 01̄1̄

Adjusted y′

i+2y
′

i+1y
′

i 011 01̄1̄ 011 01̄1̄ 010 01̄0 010 01̄0

3. If xi+1xi 6= 0, then yi+1 6= 0 and yi = 0.
If yi+1yi 6= 0, then xi+1 6= 0 and xi = 0.

Solinas also proposed two efficient recoding algorithms to generate the joint
sparse form from binary representation and sparse form, respectively. The per-
formance factor can be improved to 1.500 when n approaches infinite, and this
value is the minimum of all the recoding methods.

3 The Integer Similarity Strategy

By observing above recoding methods, we find two major limitations in those
method. First, they can not recode the binary representations since the binary
representation for an integer is unique. Second, they cannot recode the digits
with the same signs, such as 101 or 1̄01̄, because they are unique minimum
weight form. For example, if x = (10101010)2 and y = (01010101)2, all recoding
methods cannot improve the computation. Based on the observation, we propose
a totally new strategy, the integer similarity strategy, to improve the performance
of multi-computations. Our idea is to shift some digits by deleting and insert-
ing so that two different integers can be as much similarity as possible. For
example x = (01010101)2 and y = (10101010)2, x can be adjusted by deleting
the first zero and inserting a zero in the end. When the digit of x or y is deleted
or inserted, the corresponding computation must be defined for evaluating the
correct result. In order to use the proposed strategy for multi-computations, the
following items must be taken into consideration.

1. The condition for deleting or inserting.
For improving the performance, we have to define the condition to let the
integers be as much similarity as possible. The condition depends on both
integer representations and memory space.

2. The corresponding computation of deletion or insertion.
In computing C = xA + yB, C = 2C + xiA is computed when deleting xi

and C = 2(C + yi+1B) + (xiA + yiB) when inserting yi.

3. The computation after deletion or insertion.
After deletion, the corresponding digits of x and y will be shifted, that is
the corresponding digits of xi−1 is yi after deleting xi. The corresponding
computation after deletion is C = 2C + (xi−1A + yi2B).
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The simplest case of the integer similarity strategy is that one insertion in
an integer follows one deletion in another integer, we name it the single-stage
version. The deletion can be acted on only one integer, called the single-integer
version, and it can be also acted on both the integers, call double-integer version.
In this article, in order to point out the essence of the integer similarity strategy,
two basic methods are taken into consideration. The first one, called the single-
stage single-integer (1S1I) method, is to delete one digit in x then to insert
another digit in y at an appropriate position. The second one, called the single-
stage double-integer (1S2I) method, is to delete one digit in x or y and insert
another digit in its opposite integer. The single stage can be generalized to multi-
stage. However, we do not discuss the generalization of 1S1I and 1S2I method
in this article due to the page limitation.

3.1 The 1S1I Method for Sparse Forms

The BSD sparse form has an important property – of any 2 consecutive digits,
at least one is zero. According to this property, if we want to match the zeros
and nonzeros, xi 6∼ yi is a suitable condition to delete one digit in x. When one
digit in x is deleted, the computation should be modified, which is called ”Delete
x” state, denoted by Dx. On the contrary, if the computation is the same with
the original algorithm, the state can be called the ”Normal” state, denoted by
Nr. Thus the state diagram of the 1S1I method is shown in Fig. 1.

&%
'$

&%
'$

Nr Dx

-

-

xi 6∼ yi
xi ∼ yi

�

�

xi ∼ yi
xi 6∼ yi

Fig. 1. The state diagram of the 1S1I method

Consider the following condition, xu is deleted in x and yv is inserted in y.

x = (xn · · · 6 xu xu−1 · · · xv xv−1 · · · x0)2

y = (yn · · · yu · · · yv+1yv yv−1 · · · y0)2

Before deleting xu and after inserting yv (i > u or i < v), the computation is
2C +(xiA+yi+1B). It is the same as Algorithm 1. When deleting xu (i = u), the
computation is 2C +xuA. After deleting xu and before inserting yv (u > i > v),
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the computation is 2C + (xiA + yi+12B) and the state is transferred into Dx.
When inserting yv (i = v), the computation is C = 2(C +yv+1B)+(xvA+yvB).
The corresponding digits are (xi, yi) in Nr, and (xi, yi+1) in Dx. Therefore, the
corresponding computations can be illustrated in Table 2. To summarize the
above, Algorithm 1 can be modified to the following Algorithm 2.

Table 2. The corresponding computations of the proposed algorithm

State Corresponding computation

Nr C = 2C + (xiA + yiB)

Nr → Dx C = 2C + xiA

Dx C = 2C + (xiA + yi+12B)

Dx → Nr C = 2(C + yi+1B) + (xiA + yiB)

Algorithm 2. The 1S1I method for sparse forms

I/P: A, B, x = (xn−1, · · · , x1, x0)2, y = (yn−1, · · · , y1, y0)2

O/P: C = xA + yB

1: Prepare the value of A, B, A ± B, A ± 2B;

2: C = O, State = Nr;

3: for i = n downto 0 do {

4: if (State = Nr) {

5: if (xi ∼ yi) then C = 2C + (xiA + yiB);

6: else State = Dx, C = 2C + xiA;

7: }

8: else {

9: if (xi 6∼ yi) then C = 2C + (xiA + yi+12B);

10: else State = Nr, C = 2(C + yi+1B) + (xiA + yiB);

11: }

12: }

The rules in Fig. 1 are very simple and efficient. Theorem 2 proves that Algorithm

2 is guaranteed to further improvement of the performance of Algorithm 1 with
BSD sparse forms.

Theorem 2. Let ρ1 and ρ2 be the performance factor of Algorithm 1 and Algo-

rithm 2, respectively. If x and y are both sparse forms, then ρ2 ≤ ρ1.

Proof. The performance factor is analyzed by considering the computation of
Nr and of Dx.

First, we consider the computation in state Nr of Algorithm 2. In Line 5, it
is the same with Algorithm 1. In Line 6, if yi is zero, ρ will be decreased by 1,
otherwise ρ remains the same with Algorithm 1.
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Then we consider the computation of state Dx. if xi 6∼ yi for u ≥ i ≥ v,
therefore Dx is occurred for (u − 1) ≥ i ≥ (v − 1), thus the corresponding
computation digits are shown as follows.

Nr Nr→ Dx Dx · · · Dx Dx Dx→ Nr

xu+1 6 xu xu−1 · · · xv+1 xv xv−1

yu+1 yu · · · yv+2 yv+1 yvyv−1

Suppose the length of the above interval of Dx is k, then k = u− v + 1. We can
get xi ∼ yi+1 for (u − 1) ≥ i ≥ v, because of the property of sparse forms and
xi 6∼ yi for u ≥ i ≥ v. Thus ρ can be considered into the following 4 conditions:

1. Led by deleting o and ended by inserting ι: ρ = 3k+1
2 , k = 1, 3, 5, · · ·.

2. Led by deleting ι and ended by inserting o: ρ = 3k+1
2 , k = 1, 3, 5, · · ·.

3. Led by deleting o and ended by inserting o: ρ = 3k
2 , k = 2, 4, · · ·.

4. Led by deleting ι and ended by inserting ι: ρ = 3k
2 + 1, k = 2, 4, · · ·.

ρ will be decreased by k−1
2 , k−1

2 , k
2 , and k

2 − 1 for the above 4 conditions,
respectively, because ρ = 2k in Algorithm 1. Thus ρ will never be increased either
in Dx.

For the above discussion, ρ2 ≤ ρ1. ut
According to the proof of Theorem 2, the computation cost will not be in-

creased even if in the worst case. The average performance of Algorithm 2 is
analyzed as follows. We now concern the conditional probability of xi when xi+1

is given. We know Po = 2
3 and Pι = 1

3 in sparse forms have been proved in [20].
Lemma 1 illustrates the conditional probability Pxi|xi+1

, and it can be extended
to pairs of integers, Pxiyi|xi+1yi+1

, as described in Lemma 2.

Lemma 1. Let Pxi|xi+1
be the conditional probability of xi given xi+1. Then

Po|o = Pι|o = 1
2 , Po|ι = 1, and Pι|ι = 0 in BSD sparse forms.

Proof. Since no two consecutive digits are nonzeros, Po|ι = 1 and Pι|ι = 0.
Let Po|o = p and Pι|o = 1 − p.

Po = Po · Po|o + PιPo|ι, therefore 2
3 = 2

3 · p + 1
3 · 1 → p = 1

2 .

We can get Po|o = p = 1
2 and Pι|o = 1 − p = 1

2 . ut

Lemma 2. Let Pxiyi|xi+1yi+1
be the conditional probability of xiyi given xi+1yi+1.

Then Poo|ιι = 1, Poo|oι = Pιo|oι = Poo|ιo = Poι|ιo = 1
2 , Poo|oo = Poι|oo = Pιo|oo =

Pιι|oo = 1
4 , Poι|ιι = Pιo|ιι = Pιι|ιι = Poι|oι = Pιι|oι = Pιo|ιo = Pιι|ιo = 0.

Proof. Because the digits in x and y are independent, the probability Pxiyi|xi+1yi+1

= Pxi|xi+1
× Pyi|yi+1

. Thus the proof of this Lemma is completed. ut
According to Lemma 3, the corresponding computations and their proba-

bilities of Algorithm 2 are illustrated in Table 3, where the symbols ”P.S.” and
”N.S.” stand for ”Present state” and ”Next state”, respectively. The items ”com-
putations,” ”nxiyi

,” ”Pxi+1xiyi+1yi
,” and ”Line” denote the corresponding com-

putations, the number of additions, the probability of the computation of this
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row, and the corresponding line number in Algorithm 2. In Theorem 3, we show
that the performance factor ρ2 of Algorithm 2 is 1.444. In comparison with 5
registers in Algorithm 1, Algorithm 2 needs 2 extra registers to store the value
of A ± 2B.

Lemma 3. Among the 16 possible xi+1xiyi+1yi, there are 9 nonzero Pxi+1xiyi+1yi
,

i.e. Poooo, Poooι, Poιoo, Poιoι, Pιoιo, Pooιo, Poιιo, Pιooo, and Pιooι, and all of them

are all equal to 1
9 .

Proof. The value of Pxi
is Po = 2

3 and Pι = 1
3 , then the value of Pxiyi

is Poo = 4
9 ,

Poι = Pιo = 2
9 , and Pιι = 1

9 .
The value of Pxi+1xiyi+1yi

is equal to Pxi+1yi+1
×Pxiyi|xi+1yi+1

. Thus, accord-
ing to Lemma 2 and the above fact, all the nonzero Pxi+1xiyi+1yi

are as shown
in this Lemma, and the values are all 1

9 . ut

Table 3. Performance Analysis of Algorithm 2

P.S. xi+1yi+1 xiyi N.S. computations nxiyi
Pxi+1xiyi+1yi

Line

Nr oo oo Nr C = 2C 1 1/9 5

Nr oo oι Dx C = 2C 1 1/9 6

Nr oo ιo Dx C = 2C ± A 2 1/9 6

Nr oo ιι Nr C = 2C ± (A ± B) 2 1/9 5

Nr ιι oo Nr C = 2C 1 1/9 5

Dx oι oo Nr C = 2(C ± B) 2 1/9 10

Dx oι ιo Dx C = 2C ± (A ± 2B) 2 1/9 9

Dx ιo oo Nr C = 2C 1 1/9 10

Dx ιo oι Dx C = 2C 1 1/9 9

Theorem 3. The performance factor of Algorithm 2 is ρ2 = 1 4
9 ' 1.444.

Proof. The performance factor is computed by
∑

(nxiyi
× Pxi+1xiyi+1yi

).
According to Table 3,
ρ2 = 1·1+1·1+1·2+1·2+1·1+1·2+1·2+1·1+1·1

9 = 13
9 ' 1.444. ut

3.2 The 1S2I Method for Sparse Forms

When the deleted digit is equal to zero, it only needs one computation. Therefore
if xi = ι and yi = o, it is more suitable to delete yi instead of xi. When we
delete yi, the state is transferred into the state ”Delete y,” denote by Dy. In
this subsection, we propose a method which deletes one digit of xi or yi rather
than deletes xi only. The method is called the 1s2I method. The corresponding
computation is illustrated in Table 4 and the state diagram of the 1S2I method
is shown in Fig. 2. Thus Algorithm 2 can be modified in the 1S2I method, as
shown in Algorithm 3.
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Table 4. The corresponding computations of the 1S2I algorithm

State Corresponding computations

Nr C = 2C + (xiA + yiB)

Nr → Dx C = 2C

Nr → Dy C = 2C

Dx C = 2C + (xiA + yi+12B)

Dx → Nr C = 2(C + yi+1B) + (xiA + yiB)

Dy C = 2C + (xi+12A + yiB)

Dy → Nr C = 2(C + xi+1A) + (xiA + yiB)

&%
'$

&%
'$

&%
'$

Dy Nr Dx
� -

- �

M M M

xi = ι
yi = o

xi = o
yi = ι

xi ∼ yi xi ∼ yi

xi 6∼ yi xi ∼ yi xi 6∼ yi

Fig. 2. The state diagram for the 1S2I method

Algorithm 3. The 1S2I method for sparse forms

I/P: A, B, x = (xn−1, · · · , x1, x0)2, y = (yn−1, · · · , y1, y0)2

O/P: C = xA + yB

1: Prepare the value of A, B, A ± B, A ± 2B, 2A ± B;

2: C = O, State = Nr;

3: for i = n downto 0 do {

4: if (State = Nr) {

5: if (xi ∼ yi) then C = 2C + (xiA + yiB);

6: else if (xi = o and yi = ι) then State = Dx, C = 2C;

7: else State = Dy, C = 2C;

8: }

9: else if (State = Dx) {

10: if (xi 6∼ yi) then C = 2C + (xiA + yi+12B);

11: else State = Nr, C = 2(C + yi+1B) + (xiA + yiB);

12: }

13: else {

14: if (xi 6∼ yi) then C = 2C + (xi+12A + yiB);

15: else State = Nr, C = 2(C + xi+1A) + (xiA + yiB);

16: }

17: }
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The performance analysis of Algorithm 3 is similar to Algorithm 2. In order
to get the performance analysis table like Table 3, we compute the probability
of all the state beforehand. We first find that the deleted digit is always zero and
the corresponding digit is always nonzero. Therefore, the state Dx is separated
into Dx′ (xi = o and yi = ι) and Dx′′ (xi = ι and yi = o); the state Dy is
separated into Dy′ (xi = ι and yi = o) and Dy′′ (xi = o and yi = ι). Then
according to Lemma 1 and Lemma 2, the probability of the state diagram is
illustrated as Fig. 3. The probability of state Nr, Dx′, Dx′′, Dy′, and Dy′′ are
illustrated in Lemma 4. Thus the performance analysis is illustrated in Table 5.
In Theorem 4, the performance factor ρ3 is proved to be 1.407. In comparison
with 5 registers in Algorithm 1, Algorithm 3 needs 4 extra registers to store the
value of A ± 2B and 2A ± B.

&%
'$

&%
'$

&%
'$

&%
'$

&%
'$

D′

y Nr D′

x

D′′

y D′′

x

� -
- �

M

6 6

? ?

Q
Q

Q
Q

Q
Qs

�
�

�
�

�
�+1

5

1

5

3

5

1

2

1

2

1

2

1

2

1

2

1

2

1

2

1

2

Fig. 3. The detail state probability of Algorithm 3

Lemma 4. Suppose p0, p′1, p′′1 , p′2, and p′′2 denote the probabilities of state Nr,
Dx′, Dx′′, Dy′, and Dy′′, respectively. Then p0 = 5

9 , p′1 = 4
27 , p′′1 = 2

27 , p′2 = 4
27 ,

and p′′2 = 2
27

Proof. Consider the probability in Fig. 2, we can get
p′′2 = 1

2p′2 → p′2 = 2p′′2 ,
p′2 = 1

5p0 + 1
2p′′2 → p0 = 15

2 p′′2 ,
p′′1 = 1

2p′1 → p′1 = 2p′′1 ,
p′1 = 1

5p0 + 1
2p′′1 → p0 = 15

2 p′′1 ,
Suppose p′′2 = p′′1 = a, and p′2 = p′1 = 2a, p0 = 15

2 a,
We can get (1 + 1 + 2 + 2 + 15

2 )a = 1 → a = 2
27 ,

Therefore p0 = 5
9 , p′1 = 4

27 , p′′1 = 2
27 , p′2 = 4

27 , and p′′2 = 2
27 . ut
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Table 5. Performance analysis of Algorithm 3

P.S. xi+1yi+1 xiyi N.S. computations nxiyi
Pxi+1xiyi+1yi

Line

Nr oo oo Nr C = 2C 1 1/9 5

Nr oo oι Dx C = 2C 1 1/9 6

Nr oo ιo Dx C = 2C 1 1/9 7

Nr oo ιι Nr C = 2C ± (A ± B) 2 1/9 5

Nr ιι oo Nr C = 2C 1 1/9 5

Dx oι oo Nr C = 2(C ± B) 2 2/27 11

Dx oι ιo Dx C = 2C ± (A ± 2B) 2 2/27 10

Dx ιo oo Nr C = 2C 1 1/27 11

Dx ιo oι Dx C = 2C 1 1/27 10

Dy oι oo Nr C = 2C 1 1/27 15

Dy oι ιo Dy C = 2C 1 1/27 14

Dy ιo oo Nr C = 2(C ± A) 2 2/27 15

Dy ιo oι Dy C = 2C ± (2A ± B) 2 2/27 14

Theorem 4. The performance factor of Algorithm 3 is ρ3 = 1 11
27 ' 1.407.

Proof. The performance factor is computed by
∑

(nxiyi
× Pxi+1xiyi+1yi

).
According to Table 5,
ρ3 = 1·1+1·1+1·1+1·2+1·1

9 + 2·2+2·2+1·1+1·1+2·2+2·2+1·1+1·1
27 = 38

27 ' 1.407. ut

4 Comparison and Discussion

The performance of multi-computations can be improved by integer similarity
strategy. Consider the 1S1I and 1S2I methods with sparse forms, ρ1 = 1.556
is improved to ρ2 = 1.444 and ρ3 = 1.407. The performance of the proposed
algorithm seems to be further improve by combining with recoding methods.
Thus, using recoding methods in Algorithm 2 and Algorithm 3 is an interesting
approach. As described in proof of Theorem 2, the computation in Dx can be
divided into 4 conditions, and the performance factor can be increased in each
condition. Thus our proposed methods will also improve the performance when
combined with recoding methods. Unfortunately, the performance is poorer than
directly using sparse forms. The reason is that zeros (or nonzeros) have been
aligned between x and y in recoding methods. If we try to apply our method
to the recoded BSD representations, the ratio of the improvement is less than
the ratio that we apply the method on sparse forms. In our simulation (10000
pairs of 1024-bit integers generated by java.security.SecureRandom object in
Java 2 platform), the performance factor is shown in Table 6. Thus the proposed
strategy is suitable for spars forms especially. We illustrate improvement of the
1S1I method of the by given instance in Example 1. Furthermore, the proposed
strategy seems to be similar to the width-w nonadjacent form (w-NAF) encoding
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method [6][17]. In order to achieve the unique w-NAF, the digits in w-NAF
should be zero or odds. If the digits is in {−2,−1, 0, 1, 2}, the effect is very
near to the proposed integer similarity strategy, but the integer will be many
representations. It does not exist an exact method to find a good ”w-NAF(-2,-
1,0,1,2)” for multi-computations. Based on the proposed strategy, Algorithm 2

and Algorithm 3 exactly define the rules of deleting or inserting digits. However,
the w-NAF encoding is a very interesting research topic in multi-computations.

Table 6. The comparison of some algorithms

Performance Factor Original with 1S1I with 1S2I

Sparse Forms 1.556 1.444 1.407

recode by DJM 1.534 1.453 1.414

recode to JSF 1.500 1.469 1.438

Example 1. Let x = (101̄01̄0101010101̄0)2 and y = (010101̄01̄01̄0101̄00)2. The
performance factor of the combination with recoding methods and the 1s1I
method is shown as follows. In this example, we first find that ρ1 = 1.938 is
improved to ρ′

1 = ρ′′1 = 1.563 by using the DJM method and JSF, respectively.
Second, we find that ρ1 = 1.938 is improved to ρ2 = 1.500 by using the 1S1I
method. Finally, ρ2 can not be improved by using the DJM method and JSF.

Sparse forms 1 0 1̄ 0 1̄ 0 1 0 1 0 1 0 1̄ 0 1̄ 0

0 1 0 1 0 1̄ 0 1̄ 0 1̄ 0 1 0 1̄ 0 0 ρ1 = 1.938

with 1S1I 6 1 0 1̄ 0 1̄ 0 1 0 1 0 1 0 1̄ 0 1̄ 0

0 1 0 1 0 1̄ 0 1̄ 0 1̄ 0 1 0 1̄ 00 ρ2 = 1.500

recode by DJM 0 1̄ 1̄ 0 1̄ 0 1 0 1 0 0 1 0 1 1 0

0 1 0 0 1 0 1 0 1 1 0 1 0 1̄ 0 0 ρ′1 = 1.563

with 1S1I 0 1̄ 6 1̄ 0 1̄ 0 1 0 1 6 0 0 1 0 1 6 1 0

0 1 00 1 0 1 0 1 10 1 0 1̄ 00 ρ′2 = 1.563

recode to JSF 0 1 0 1 1 0 1 0 1 0 0 1 0 1 1 0

0 1 0 1 0 0 1 0 1 1 0 1 0 1̄ 0 0 ρ′′1 = 1.563

with 1S1I 0 1 0 1 6 1 0 1 0 1 6 0 0 1 0 1 6 1 0

0 1 0 1 00 1 0 1 10 1 0 1̄ 00 ρ′′2 = 1.563

Besides, our proposed strategy can also be applied to multiexponentiation
with binary representations. With regard to state Dx, the corresponding digits
are (xi, yi+1), xi 6= yi+1 is suitable to insert yi. But the value of (c × byi+1)β ×
axibyi must be computed by inserting yi. The computation needs 1 square and
2 multiplications. Therefore, the condition, xi = yi and yi 6= yi+1 (denoted by
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xi = yi 6= yi+1) is more suitable. Since the number of multiplication can be
reduced by 1. The conditions of deletion and insertion for binary representations
are shown in Fig. 4. Apply the strategy to the binary method (the square-
and-multiply method), the modified algorithm is shown in Algorithm 4. The
performance factor can be reduced from 1.75 to 1.667 and only increase one
extra register to store ab2.

&%
'$

&%
'$

Nr Dx

-

-

xi 6= yi
xi = yi

�

�

xi = yi 6= yi+1
xi = yi+1 or

yi = yi+1 6= xi

Fig. 4. The state diagram for binary representations

Algorithm 4 Apply the integer similarity strategy to binary methods

I/P: a, b, x = (xn−1 · · ·x1x0)2, y = (yn−1 · · · y1y0)2

O/P: c = axby

1: Precompute and store the values of a, b, ab, and ab2.

2: c = 1, state = Nr;

3: for i = n − 1 downto 0 do {

4: if (state = Nr) {

5: if (xi 6= yi) then state = Dx, c = c2 × axi ;

6: else c = c2 × (axibyi);

7: }

8: else {

9: if (xi 6= yi+1) then {

10: if (xi = yi) then state = Nr, c = (c × byi+1)2 × (axibyi);

11: else c = (c × byi+1)2 × axi ;

12: }

13: else c = c2 × (axib2yi);

14: }

15: }



Fast Multi-computations with Integer Similarity Strategy 153

5 Conclusion

In this article, we propose a totally new strategy, the integer similarity strat-
egy, for multi-computations. In order to match zeros and nonzeros in multi-
computation, the proposed strategy modifies the computing sequences by delet-
ing and inserting some digits. According to the strategy, we propose two efficient
algorithms, named the 1S1I and 1S2I method for multi-scalar multiplications
with BSD sparse forms. The performance factor is improved from 1.556 to 1.444
and to 1.407, respectively. The memory space only required 2 and 4 extra regis-
ters, respectively. Thus the proposed algorithms is suitable for memory limited
environments.

Our proposed algorithms can also be combined with recoding methods, in-
cluding the DJM method and joint sparse forms. However, this way turns out to
be far from desirable. Besides, the proposed strategy can be still used in binary
representations. In binary methods for multiexponentiation, the performance
factor can be improved form 1.75 to 1.667 with only one extra register.

Based on the integer similarity strategy, all the proposed methods are all
single stage in this article, that is one insertion must appear after one deletion.
In general case, the deletion and insertion should be appeared without any lim-
itations. The multi-stage version of the proposed strategy is an interesting work
in the future.
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