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Abstract. We give a direct construction of digital signatures based on
the complexity of approximating the shortest vector in ideal (e.g., cyclic)
lattices. The construction is provably secure based on the worst-case
hardness of approximating the shortest vector in such lattices within a
polynomial factor, and it is also asymptotically efficient: the time com-
plexity of the signing and verification algorithms, as well as key and
signature size is almost linear (up to poly-logarithmic factors) in the
dimension n of the underlying lattice. Since no sub-exponential (in n)
time algorithm is known to solve lattice problems in the worst case, even
when restricted to cyclic lattices, our construction gives a digital signa-
ture scheme with an essentially optimal performance/security trade-off.

1 Introduction

Digital signature schemes, initially proposed in Diffie and Hellman’s seminal pa-
per [9] and later formalized by Goldwasser, Micali and Rivest, [15], are among
the most important and widely used cryptographic primitives. Still, our under-
standing of these intriguing objects is somehow limited.

The definition of digital signatures clearly fits within the public key cryp-
tography framework. However, efficiency considerations aside, the existence of
secure digital signatures schemes can be shown to be equivalent to the existence
of conventional (symmetric) cryptographic primitives like pseudorandom gen-
erators, one-way hash functions, private key encryption, or even just one-way
functions [23, 27]. There is a big gap, both theoretical and practical, between the
efficiency of known constructions implementing public-key and private-key cryp-
tography. In the symmetric setting, functions are often expected to run in time
which is linear or almost linear in the security parameter k. However, essentially
all known public key encryption schemes with a supporting proof of security are
based on algebraic functions that take at least £2(k?) time to compute, where 2%
is the conjectured hardness of the underlying problem. For example, all factoring
based schemes must use keys of size approximately O(k®) to achieve k bits of
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security to counter the best known sub-exponential time factoring algorithms,
and modular exponentiation raises the time complexity to over w(k*) even when
restricted to small k-bit exponents and implemented with an asymptotically fast
integer multiplication algorithm.

When efficiency is taken into account, digital signatures seem much closer to
public key encryption schemes than to symmetric encryption primitives. Most
signature schemes known to date employ the same set of number theoretic tech-
niques commonly used in the construction of public key encryption schemes,
and result in similar complexity. Digital signatures based on arbitrary one-way
hash functions have also been considered, due to the much higher speed of con-
jectured one-way functions (e.g., instantiated with common block ciphers as
obtained from ad-hoc constructions) compared to the cost of modular squar-
ing or exponentiation operations typical of number theoretic schemes. Still, the
performance advantage of one-way function is often lost in the process of trans-
forming them into digital signature schemes: constructions of signature schemes
from non-algebraic one-way functions almost invariably rely on Lamport and
Diffie’s [9] one-time signature scheme (and variants thereof) which requires a
number of one-way function applications essentially proportional to the secu-
rity parameter. So, even if the one-way function can be computed in linear time
O(k), the complexity of the resulting signature scheme is again at least quadratic
2(k?).

Therefore, a question of great theoretical and practical interest, is whether
digital signature schemes can be realized at essentially the same cost as symmet-
ric key cryptographic primitives. While a generic construction that transforms
any one-way function into a signature scheme with similar efficiency seems un-
likely, one may wonder if there are specific complexity assumptions that allow to
build more efficient digital signature schemes than currently known. Ideally, are
there digital signature schemes with O(k) complexity, which can be proved as
hard to break as solving a computational problem which is believed to require
29(k) time?

1.1 Results and techniques

The main result in this paper is a construction of a provably secure digital
signature scheme with key size and computation time almost linear (up to poly-
logarithmic factors) in the security parameter. In other words, we give a new
digital signature scheme with complexity O(klog® k) which can be proved to be
as hard to break as a problem which is conjectured to require 22(%) time to solve.

The problem underlying our signature scheme is that of approximating the
shortest vector in a lattice with “cyclic” or “ideal” structure, as already used in
[22] for the construction of efficient lattice based one-way functions, and subse-
quently extended to collision resistant functions in [25,18]. As in most previous
work on lattices, our scheme can be proven secure based on the worst case com-
plexity of the underlying lattice problems.

Since one-way functions are known to imply the existence of many other cryp-
tographic primitives (e.g., pseudorandom generators, digital signatures, private



key encryption, etc.), the efficient lattice based one-way functions of [22] imme-
diately yield corresponding cryptographic primitives based on the complexity of
cyclic lattices. However, the known generic constructions of cryptographic prim-
itives from one-way functions are usually very inefficient. So, it was left as an
open problem in [22] to find direct constructions of other cryptographic prim-
itives from lattice problems with performance and security guarantees similar
to those of [22]. For the case of collision resistant hash functions, the problem
was resolved in [25, 18], which showed that various variants of the one-way func-
tion proposed in [22] are indeed collision resistant. In this paper we build on
the results of [22, 25, 18] to build an asymptotically efficient lattice-based digital
signature scheme.

Theorem 1. There exists a signature scheme such that the signature of an n-
bit message is of length O(k‘) and both the signing and verification algorithms
take time O(n)+O(k). The scheme is strongly unforgeable in the chosen message
attack model, assuming the hardness of approximating the shortest vector problem
in all ideal lattices of dimension k to within a factor O(k?).

Our lattice based signature scheme is based on a standard transformation
from one-time signatures (i.e., signatures that allow to securely sign a single
message) to general signature schemes, together with a novel construction of
a lattice based one-time signature. We remark that the same transformation
from one-time signatures to unrestricted signature schemes was also employed
by virtually all previous constructions of digital signatures from arbitrary one-
way functions (e.g., [21,23,27]). This transformation, which combines one-time
signatures together with a tree structure, is relatively efficient and allows one to
sign messages with only a logarithmic number of applications of a hash function
and a one-time signature scheme [28]. The bottleneck in one-way function based
signature schemes is the construction of one-time signatures from one-way func-
tions. The reason for the slowdown is that the one-way function is typically used
to sign a k-bit message one bit at a time, so that the entire signature requires k
evaluations of the one-way function. In this paper we give a direct construction
of one-time signatures, where each signature just requires two applications of
the lattice based one-way function of [22,25,18]. The same lattice based hash
function can then be used to efficiently transform the one-time signature into an
unrestricted signature scheme with only a logarithmic loss in performance.

The high level structure of our lattice based one-time signature scheme is
easily explained. The construction is based on the generalized compact knapsack
functions of [22, 25, 18]. These are keyed functions (indexed by a key (a1, ..., ax))

of the form
h(zla"'vxm) = Zai * Ty,

where aq,...,an,21,...,ZT,y are elements of some large ring R, and the result
of the function is also in R. The domain of the function is restricted to z; € D,
where D is a subset of R of small elements. For example, if R is the ring of
integers, and D = {0,1}, then h is just the subset-sum function. Notice that



if D is not restricted, then h is certainly not a one-way function: the function
can be easily inverted over the integers using the extended Euclid algorithm for
greatest common divisor computation. For efficiency reasons, here (as in [22,
25,18]) we use a different ring R and a much larger subset D C R, so that a
single element of D can be used to encode a k-bit message (see section 2.3). We
now give very high level overviews of our one-time signature and the proof of its
security.

One-time signature. When the user wants to generate a key for the one-time sig-
nature scheme, he simply picks two “random” inputs x,y € D™, and computes
their images under the hash function (h(x),h(y)). (The key (a1,...,am) to the
hash function h can also be individually chosen by the user, or shared among all
the users of the signature scheme.) The secret key is the pair (x,y) while the
public key is given by their hashes (h(x), h(y)). Then, the signature of a message
z is simply obtained as a “linear combination” @ -z 4y of the two secret vectors,
with coefficient being the message z to be signed. (The multiplication - z is
defined as the ring multiplication of each coordinate of & by z.) Signatures can
be easily verified using the homomorphic properties of the lattice based hash
function h(x -z +y) = h(x) - z + h(y).

Security proof. If the domain D™ were closed under the ring addition and mul-
tiplication operations, then one could show that the public key (h(x), h(y)) and
signature « - z +y do not reveal enough information to obtain the signer’s secret
key (x,vy), and a forgery relative to a different secret key will yield a collision
to the hash function. But because the domain is restricted, there is a possibility
that the signer’s secret key was the only one that could have produced h(zx), h(y)
and signature x - z +y, and so an adversary who sees these values might be able
to deduce the secret key. This turns out to be the main difficulty in carrying
out our proof. We overcome this technical problem by choosing the secret key
elements x, y according to a carefully crafted (non-uniform) probability distribu-
tion, which can be intuitively thought as a “fuzzy” subset of the full domain R™.
It turns out that if the appropriate distribution is used, then we can have the
domain D™ be closed under the ring operations in an approximate probabilistic
sense, and still have h be a function that’s hard to invert.

1.2 Related work

Lamport showed the first construction of a one-time signature based on the exis-
tence of one-way functions. In that scheme, the public key consists of the values
f(zo), f(x1), where f is a one-way function and xg,x; are randomly chosen el-
ements in its domain. The elements g and x; are kept secret, and in order to
sign a bit ¢, the signer reveals x;. This construction requires one application of
the one-way function for every bit in the message. Since then, more efficient con-
structions have been proposed in (e.g. [20,7,6,11,4,5,16]), but there was always
an inherent limitation in the number of bits that could be signed efficiently with
one application of the one-way function [12].



Provably secure cryptography based on lattice problems was pioneered by
Ajtai in [2], and attracted considerable attention within the complexity theory
community because of a remarkable worst-case/average-case connection: it is
possible to show that breaking the cryptographic function on the average is at
least as hard as solving the lattice problem in the worst-case. Unfortunately,
functions related to k-dimensional lattices typically involve an k-dimensional
matrix /vector multiplication, and therefore require k? time to compute (as well
as k2 storage for keys). A fundamental step towards making lattice based cryp-
tography more attractive in practice, was taken by Micciancio [22] who proposed
a variant of Ajtai’s function which is much more efficient to compute (thanks
to the use of certain lattices with a special cyclic structure) and still admits a
worst-case/average-case proof of security. The performance improvement in [22]
(as well as in subsequent work [25,18],) comes at a cost: the resulting function
is as hard to break as solving the shortest vector problem in the worst case over
lattices with a cyclic structure. Still, since the best known algorithms do not
perform any better on these lattices than on general ones, it seems reasonable
to conjecture that the shortest vector problem is still exponentially hard. It was
later shown in [25, 18] that, while the function constructed in [22] was only one-
way, it is possible to construct efficient collision-resistant hash functions based
on the hardness of problems in lattices with a similar algebraic structure.

1.3 Open problems

Our work raises many interesting open problems. One such problem is construct-
ing a one-time signature with similar efficiency, but based on a weaker hardness
assumption. For instance, it would be great to provide a one-time signature with
security based on the hardness of approximating the shortest vector problem
(in ideal lattices) to within a factor of O(n). Also, with the recent results of
Peikert and Rosen [26], showing a possible way to build cryptographic functions
whose security is based on approximating the shortest vector in special lattices
to within a factor O(y/logn), we believe that it is worthwhile exploring whether
one-time signatures can be built based on similar assumptions.

Another direction to try to build efficient signature schemes based directly on
the hardness of lattice problems without going through one-time signatures and
an authentication tree. The main advantage of such a scheme would be that the
signer would not have to “keep a state” and remember which verification keys
have already been used. Such constructions have been achieved based on prob-
lems from number theory [13,8] but they are not as efficient, in an asymptotic
sense, as the signature scheme presented here.

While the scheme presented here has almost optimal asymptotic efficiency,
it is not yet ready to be used for practical applications (see Section 4). The
main issue is that lattice reduction algorithms perform much better in practice
than in theory, and thus our signature scheme may be insecure for parameters
appropriate for practical schemes. Nevertheless, the recent advances in lattice-
based cryptography are a very encouraging sign that with some novel ideas, our
construction can be modified into a serviceable signature scheme.



2 Preliminaries

2.1 Signatures

We recall the definitions of signature schemes and what it means for a signature
scheme to be secure.

Definition 2. A signature scheme consists of a triplet of polynomial-time (pos-
sibly probabilistic) algorithms (G, S, V') such that for every pair of outputs (s,v)
of G(1™) and any n-bit message m,

PrV(v,m,S(s,m)) =1 =1
where the probability is taken over the randomness of algorithms S and V.

In the above definition, G is called the key-generation algorithm, S is the signing
algorithm, V' is the verification algorithm, and s and v are, respectively, the
signing and verification keys.

A signature scheme is said to be secure if there is only a negligible probability
that any adversary, after seeing signatures of messages of his choosing, can sign
a message whose signature he has not already seen [15]. One-time security means
that an adversary, after seeing a signature of a single message of his choosing,
cannot produce a valid signature of a different message.

Definition 3. A signature scheme (G, S, V') is said to be one-time secure if for
every polynomial-time (possibly randomized) adversary A, the probability that
after seeing (m, S(s,m)) for any message m of its choosing, A can produce (m’ #
m, ') such that V(v,m’,o’) = 1, is negligibly small. The probability is taken over
the randomness of G, S, V, and A.

In the standard security definition of a signature scheme, the adversary
should not be able to produce a signature of a message he hasn’t already seen. A
stronger notion of security, called strong unforgeability requires that in addition
to the above, an adversary shouldn’t even be able to come up with a differ-
ent signature for a message whose signature he has already seen. The scheme
presented in this paper satisfies this stronger notion of unforgeability.

Another feature of signatures that is sometimes desirable is the ability of the
legitimate signer to prove that a message was not actually signed by her. Of
course, it should be impossible for the signer to repudiate a message that she
actually signed. Signatures schemes that have this feature are called Fail-Stop
[24]. Our scheme has this property as well.

2.2 Notation

Let R = Zplz]/{f) be a ring where f is an irreducible monic polynomial of
degree n over Z[x] and p is some small prime. For the rest of the paper, the
variables n, p, and f will always be associated with the ring R. We will denote
elements in R by bold letters and elements of R™, for some positive integer m,



by a bold letter with a hat. That is, @ = (ay,...,a,;) € R™ when all the a;’s
are in R. For an element a = (a1,...,a,,) € R™ and an element z € R, we
define az = (a1z,...,a,z). For two elements ’d,g € R™, addition is defined as
a+b= (a1+by,...,a,+b,,) and the dot product as aob = a b, +...+a,,b,,.
Notice that with the operations that we defined, the set R™ is an R-module.

That is, R™ is an abelian additive group such that for alla,b € R™ and r,s € R,
we have

1. (@+ b)r = ar + br

2. (ar)s =a(rs)

3. a(r+s)=ar+as

We will now give a definition for the “length” of elements in R. To do so, we
will first need to specify their representations in the ring. For our application, we
will represent elements in R by a polynomial of degree n — 1 having coefficients
in the range [—%, %]7 and so when we talk about reduction modulo p, we
mean finding an equivalent element modulo p in the aforementioned range. For
an element a@ = ag + 17 + ... + a,—12" "1 € R, we define |al|oc = maz;(|a;]).
Similarly, for elements @ = (a1, ...,a,) € R™, we define ||a||cc = max; (||a;/co)-
Notice that ||- ||« is not exactly a norm because ||aa||s # alla|« for all integers
« (because of the reduction modulo p), but it still holds true that ||a + bl <
Jallo + [blloo and aa]a < aflall.

While putting an upper-bound on ||a + b||~ is straight-forward, it turns out
that upper-bounding ||ab|| is somewhat more involved. Suppose that we are
trying to determine the upper bound on ||ab||s. For a moment, let’s pretend
that @ and b are polynomials in Z[z]. Then, the product ab will have degree at
most 2n — 2 and the absolute value of the maximum coefficient of ab will be at
most n||a||oo||b]|co- Reducing ab modulo p will not increase the absolute value
of the maximum coefficient, but reducing modulo the polynomial f can (and
usually does). So if we want to upper bound ||ab||, we need to account for the
increase in the coefficient size when we reduce a polynomial in Z[z] of degree
2n — 2 modulo f.

For any ring R, we define a constant ¢(R) as,
¢(R) =min{j:Va,b € R, |[abllsc < jnllalls]|blloc}-

The constant ¢(R) is intimately tied to the concept of “expansion factor”
introduced in [18]. It is also somewhat related to the root discriminant of a
number field as described in [26]. We will not go into many details here, other
than to mention that there are many polynomials f which result in ¢(R) being
small and it is not too hard to upper bound the value of ¢(R). For example for
f=a2"+1,¢(R)=1and for f=a"+a" 1 +...+1, #(R) < 2. In the rest of
the paper, we will omit the parameter R, and just write ¢.

2.3 A hash function family

We now define a function family Hg ., that maps R™ to R. The functions
h € Hg,m are indexed by elements @ € R™. The input to the function is an



element Z € R™, and the output is @©®z. So the functions in Hg ,, map elements
from R™ to R. To summarize,

Hpm = {ha: G € R™}, where hz(2) =a 02

Throughout the paper, we will write h rather than hg with the understanding
that there is an a associated with the function h. Notice that we can efficiently
generate random functions from the function family H g ,, by simply generating
a random a € R™.

It was shown in [18] that finding two “small” elements 3,3’ € R™ such that
h(8) = h(3") for randomly chosen h € Hg,, is at least as hard as solving the
approximate shortest vector problem for all lattices of a certain type (a problem
which is believed to be hard). The security of our signature scheme will be based
on the hardness of this collision problem. We now define the problem formally.

Definition 4. The collision problem, Coly ., (h) takes as input a random

function h € Hpg.m, and asks to find two distinct elements 3,5 € R™ with
I13]l00, |18 lloe < d such that h(3) = h(8").

We now make some useful observations about the function family Hg ,,,. The
first observation is that the functions in ‘Hg,,, are module homomorphisms.

Claim. HRg,m is a set of module homomorphisms. That is, for every E,i € R™,
z € R, and h € HRg m, the following two conditions are satisfied:

1. h(k+1) = h(k) + h(l)
2. h(kz) = h(k)z

Proof. By the definition of the hash function &, we have

L hk+l)=ao(k+l)=ack+acl=hk)+hrd)
2. hkz)=a 0o (ki1z,....,kpz) =arkiz+ ... + ankn,z
=(a1k1+...+ankn)z=(a0 k)z=h(k)z
O

The next observation is that the kernel of every h € Hg ,,, contains an expo-
nential number of “small” elements.

Lemma 5. For every h € Hp m, there exist at least 5™ elements y € R™ such
that ||§l|ee < 5p'/™ and h(y) = 0.

Proof. Let S be the set containing all elements in R™ with coefficients between 0
and 5p'/™. Since |S| = (5p*/™ 4+ 1)™" > 5™"p" and |R| = p™, by the pigeonhole
principle, there exists a t € R and a subset S’ C S such that |S’| > 5™" and for
alls’ € ', h(3') = t. If t = 0, then we’re done, otherwise let S’ = {37,5,,...,3}}
and consider the set Y = {8} —3],8] —35,...,8; — 35} } of size |S’| . Note that for
each g €Y, ||[g]leo < 5p*/™ and h(y) = 0 because of the homomorphic property
of h. O



2.4 Lattices

In this subsection, we explain the relationship between the collision problem
from Definition 4 and finding shortest vectors in certain types of lattices.

An n-dimensional integer lattice £ is a subgroup of Z". A lattice £ can be
represented by a set of linearly independent generating vectors, called a basis.
For any lattice vector y € £, the infinity norm of y, ||y||~, is the absolute value
of the largest coefficient of y. The minimum distance (in the infinity norm!) of
a lattice £, denoted by A1(L), is defined as:

(L) = yerg{r{lo}{\\ylloo}

Computing the A1 (L) of a lattice was first shown to be NP-hard by van Emde
Boas [29], and it was shown hard to approximate to within a factor of nt/loglogn
by Dinur [10]. It is conjectured that approximating A;(L£) to within any poly-
nomial factor is a hard problem (though not NP-hard [14,1]) since the fastest
known algorithm takes time 2°(") to accomplish this [17, 3].

Micciancio [22] defined a cyclic lattice to be a lattice £ such that if the vector
(a1,...,an-1,a,) € L, then the vector (an,ai,...,a,—1) is also in the lattice L.
Such lattices correspond to ideals in Z[z]/{z™ — 1). In [22], Micciancio gave a
construction of an efficient family of one-way functions with security based on
the worst case hardness of approximating A1 (L) in cyclic lattices. Subsequently,
it was shown in [25, 18] how to modify Micciancio’s function in order to make
it collision resistant. In addition, it was shown in [18] how to create efficient
collision resistant hash functions with security based on approximating A (L)
in lattices that correspond to ideals in rings Z[x]/(f) for general f. A lattice
corresponding to an ideal means that the vector (ag, ..., a,—1) is in the lattice,
if and only if the polynomial ag + a1z + ...+ an_12™ ' is in the ideal. Despite
the added structure of these algebraic lattices, the best algorithms to solve the
shortest vector problem are the same ones as for arbitrary lattices.

The following theorem is a weaker special case of the main result of [18] that
is most pertinent to this work:

Theorem 6. Let [ be an irreducible polynomial in Z[x] of degree n and define
integers p = (¢n)® and m = [logn]. If there exists a polynomial-time algorithm
that solves Coly 1y, (h) for R = Zy[x]/(f) and d = 10¢p'/™nlog? n, then there
exists a polynomial-time algorithm that approximates A1 (L) to within a factor of
O(¢°n?) for every lattice L corresponding to an ideal in the ring Z[x]/(f).

We point out that in [18, Theorem 2] (which is the main result of [18]),
it is shown that solving the Coly 4, (h) problem for certain parameters p,d,
and m implies approximating the shortest vector to within a factor of O(n).
Unfortunately, in the current paper we cannot show that breaking the one-time

L All the results in this paper can be adapted to any £, norm. For simplicity, we
concentrate on the fo case, since it is the most convenient one in cryptographic
applications



signature implies solving the Colg ., (h) problem for such optimal parameters
(mainly, we cannot get the parameter d to be too small). And so Theorem 6 is
a weaker version of [18, Theorem 2] where the parameters p, m, and d are set in
a way such that breaking the one-time signature implies solving Colg 1, . (h).

We also notice in the above theorem that the approximation factor heavily
depends on ¢. Thus it’s prudent to choose a polynomial f that results in a small
¢. Choosing irreducible polynomials of the form z™ 4+ 1 or 2" + 2" ' 4 ... + 1
makes ¢ a small constant (1 and 2 respectively). We also point out that the
integer p needs not be a prime for the proof of security to hold, but there are
some practical advantages to setting it to a prime when implementing functions
that involve multiplications of elements in Z,[z]/(f) [19].

3 The One-Time Signature Scheme

In this section we present our one-time signature scheme. The security of the
scheme will be ultimately based on the worst-case hardness of approximating
the shortest vector in all lattices corresponding to ideals in the ring Z[z]/(f) for
any irreducible polynomial f. The approximation factor is determined by the
polynomial f as in Theorem 6. The key-generation algorithm for the signature
scheme allows us to specify the polynomial f that we want to use for the hard-
ness assumption.

Key-Generation Algorithm:
Input: 1™, irreducible polynomial f € Z[z] of degree n.
1: Set p — (¢n)3, m — [logn], R — Z,[z]/{f)
2: For all positive 4, let the sets DK; and DL; be defined as:

DK; = {g € R™ such that ||g|e < 5ip*/™}

DL; = {g € R™ such that |[§]o < 5ingp'/™}

Choose uniformly random h € Hp
Pick a uniformly random string r € {0, 1}!os”nJ
if r = 0llog® ") then
set j = |[log?n)
else
set j to the position of the first 1 in the string r
end if
10: Pick k,l independently and uniformly at random from DK; and DL; re-
spectively N A
11: Signing Key: (k,1). Verification Key: (h, h(k), h(l))

Signing Algorithm: R
Input: Message z € R such that ||z||s < 1; signing key (k, 1)
Output: 8 +— kz +1



Verification Algorithm: R

Input: Message z; signature s; verification key (h, h(kz) h(l))

Output: “ACCEPT”, if ||3]|co < 10¢p"/™nlog?n and h(8) = h(k)z + h(l)
“REJECT”, otherwise.

At this point we would like to draw the reader’s attention to the particu-
lars of how the key-generation algorithm generates the secret mgnmg key (k l)
Because of the way that the integer j is generated, the secret key k (resp. l)
gets chosen uniformly at random from the set DK (resp. DL;) with probability
277 for 1 < j < |log>n| and with probability 277+! for j = [log®n]. Since
DKy CDK,C...C DK\_log?nj and DLy C DLy, C ... C DL\_loanJ’ the keys E
and T end up being chosen from the sets DK|j42 ,] and DLjjqq2 |, but not uni-
formly at random. Notice that keys with smaller coefficients are more likely to be
chosen, and it’s also extremely unlikely that we will ever end up with keys that
are not in DK 142 | —1 and DL |jpe2,,—1. So with probability negligibly close to
1, there will always be valid secret keys that are “larger” than the ones gener-
ated by the key-generation algorithm. This will be crucial to the proof of security.

We will first show that the verification algorithm will always accept the sig-
nature generated by the signing algorithm of any message z € R. Note that the
signing keys k, [ are contained in sets DKjyg2,, and DLyy,2, respectively. Thus

1kl < 5p/™ log? n and |[I]js < 5¢p"/™nlog? n. Therefore,
8o = B2 +Tloe < 182 lloe + [Tl < GnllElll2 ] + Tloc < 1069 nlog? n
Also, by the homomorphic property of functions h € Hpg m,

h(8) = h(kz +1) = h(k)z + h(l).

We next show that the above signature scheme is secure against forgery.
More precisely, we show that forging a signature implies being able to solve the
Colg w1y, (h) problem for the parameters in Theorem 6, which in turn implies
being able to approximate A; (L) for any lattice £ that corresponds to an ideal
in the ring Z[z]/(f).

Theorem 7. If there exists a polynomial-time adversary that, after seeing a sig-
nature 8 = kz+1 of a message z, can output a valid signature of another message
z" with probability 1/poly(n), then there exists a polynomial time algorithm that
can solve the Colg 1, . (h) problem for d = 10¢p'/™nlog? n.

Proof. Let A be an adversary who can break the one-time signature scheme.
This means that after seeing a signature for any message of his choice, A can
then successfully sign a different message of his choice.

Before proceeding any further, we point out that an adversary who succeeds
in forging a signature with non-negligible probability must succeed with non-
negligible probability in the case that j < |log?n| in the key-generation step.



This is because j equals Llog2 n| with probability only 9~ log” nl+1 and so an
adversary must also be able to forge signatures for other values of j if he is to have
a non-negligible success probability. In the remainder of the proof, we will be
assuming that the j generated in the key-generation step was less than Llog2 nl.
In other words, we’ll be assuming that ke DK|j42 1) and le DL|1og2 y—1-

The algorithm below uses the message-forging adversary A to solve the
Colg ny,,, (h) problem for the parameters specified in Theorem 6.

Colg iy, (h)

1: Run the Key-Generation algorithm (but use the given h instead of generating

a random one).
: Receive message z from A.
: Send kz + 1 to A.
: Receive message 2" and its signature s from A
: Output 8" and k2 +1

We now need to show that the outputs of the above algorithm are a collision
for the function A with non-negligible probability. If A succeeds in forging a sig-
nature 8’ for 2’ (which happens with non-negligible probability), then Hs loo <
10¢p'/mnlog?n and h(3') = h(k)z' + h(l) = h(kz' +1). So if 3’ # kz' +1,
then our algorithm outputted two distinct elements that form a collision for the
function h. L

On the other hand, if 3 = kz’+1, then we do not get a collision. To complete

the proof of Theorem 7, we will show that it’s extremely unlikely that an adver-
sary (even one with unlimited computational power) can produce an s and a 2’
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such that 3’ = k2’ +1. This will be done in two steps. In the first step, we show
that being able to produce such an §" and 2’ implies uniquely determining the
signing key (k,l). Then in the second step we show that given the public key
(h, h(k), h(1)) and a signature kz +1 of message z, it is information theoretically
impossible to determine the signing key (E T) This means that if A is able to
forge a signature 8" for some message. z', then almost certalnly s £ k:z +1.

We now show that obtaining an s and a 2z’ such that 5 = kz +1 uniquely
determmes k: 1. Since we know that 5 = kz +l and 3 = k2/ +l it follows that
3-8 =k(z—2). Since ||k||lse < 5p*/™log?n and ||z — 2/||oe < 2, multiplying
k by z — 2’ in the ring Zy[z]/(f) is the same as multiplying them in the ring
Z[z]/{f) because the coeflicients never get big enough to get reduced modulo p.
This is because

k(2 — )]0 < 10¢p"/™nlog? n = 80" Tmnlog?n = 610 - o(n?),

but in order to get reduced modulo p, the absolute value of the coefficients
would have to be at least p/2 = ©(¢>n?), which is a much larger quantity. Now,
since the ring Z[z]/(f) is an integral domain and z — 2z’ # 0, there cannot exist

another key K # k such that El(z — z) = E(z — 2’). And so the key | k is
uniquely determined (and is equal to £ £=77), and similarly the key 1=35—kzis
also unique.



Now we move on to showing that by knowing only h, h(E), h(i), z, and kz —|—/l\,
it is information theoretically impossible to determine the signing key (E,i)
(and thus, information theoretically impossible to come up with s, 2z’ such that
3 = k2 +/l\) The idea is to show that for every h,h(ic\),h(/l\),z,ﬁz +1 there
is an exponential number of signing keys (El,i/), other than (ic\j), that satisfy
h(E) = h(El) h(i) = h(i/), and kz +1 =k z+1. And in addition, the total
probability that one of these other keys was chosen in the key-generation step
(conditioned on h, h(k:) h(l) 2, kz + l) is almost one.

We point out that we are not proving witness-indistinguishability. It’s actu-
ally quite possible that for every other key (El 7) the probability that it was
the key that was used to sign the message is exponentially smaller than the
probability that (k: l) was the key. What we will be showing is that the sum of
probabilities of all other possible keys combined being the secret key is exponen-
tially larger than the probability that (k,l) was the key.

Lemma 8. Let (h, K, L) be the verification key of the signature scheme and 8
is the signature of some message z. Then for any_ signing key (k: l) such that
ke DK 1642 - 1J’l € DL |jog2 -1, hk) = K, h(l) = L and 3 = kz + 1, the
probability that this was the actual signing key generated by the key-generation
algorithm is negligibly small.

Proof. We define the set Y to be the elements of the kernel of A that have “small
lengths”. In particular,

Y = {g € R™ such that ||g. < 5p*/™ and h(g) = 0}.
For every y € Y, consider the elements E:l k- y and ? =1+ yz. Notice that

h(k') = hk —§) = h(k) — h(@) = K —0 = K,

~

)=h(l+gz)=h(l)+h(@Gz=L+0=L,

’@z

h
~/ -~ o~ ~ -~ -~ o~ -~ ~
kz+l =(k—-y)z+l+yz=kz+1l=5.
Thus, for every y € Y, if El happens to be in DK 1452, and 7 happens to be in

DL |1pg2 ), then (E/ 7) is another valid signing key that could have been used
to sign the message z. Since ||y||OO < 5pt/™ and ||gz||ee < Sngp'/™, we get the
~

following bounds on the norms of k: and [ :
-~/ ~ ~ ~ m
1k oo < 1Elloo + [[Glloo < I1K]loo + 50",

7 7 U 7 1/m
1 Moo < 2lloe + 17200 < I2]|oo + Bngp/™.

For the remainder of the proof, let i be the smallest integer such that k
~ ~/ ~
and [ are contained in DK; and DL; respectively. Then k and l are definitely



contained in DK; 1 and DL, for every y € Y. And since we assumed that ke
DKUOg n—1) and le DL|1og2 n—1], it turns out that (El 7) is a perfectly valid
signing key. To prove the lemma, we will need to upper-bound the probability
that the generated secret keys were k 1 glven that the public keys are K = h(k)
and L = h(l) and the signature of z is 3 = kz + . Let E be the event that the
verification key are K and L and the signature of z is .

~

Prisigning key = (B, D)|E] = Prlkey = [(kil)&:E] _ Pr[kegr; %k )]

We now calculate the probability that the keys were E,i This is computed
by noting that k,l were generated by selecting j > i with probability 277 and
then selecting k,l from DK; and DL;. Since k and I are chosen uniformly and
independently at random from DK; and DL;, the probability that they are both

o | 1
chosen is DK, DL So,
Prisigning key = (R.1)] = o~ + 1 T

7 (S1g111 ey = - e
BIIE ey 2[DK;||DL;| 27" |DK;11||DLis1]

To calculate the probability of event E, we need to figure out the probability
that the keys chosen will result in public keys K and L and when given the
message z, the signature will be 5. We have shown above that for every y € Y,
choosing the keys k — @A,l + Yz will produce public keys K, L and signature
8. Since we know that k — y and I + yz are contained in DK; 1 and DL; 1
respectively, we get

Y Y]

Pr|iE] > — + = + ... 2
£l 27 DK 1||DLiga| 2772 |DK;yo||D Lo @)

If we let ¢ = Pr[signing key = (E,T)], then combining (1) and (2) we get

1
Pr|E Y S
riE] > | (q 2Z|DK,-|DL1->

and so,

~

Prisigning key = (k.D)] _ q q2|DK;||DL|
Pr[E] |Y| (

B |Y'|(q2!| DK;||DL;| — 1)

-1
9~ 37DK,[DLi|

1 1
=—1 -
V] ( * @IDK,IDL - 1)
Before proceeding, we will state the following inequality that will be used later,

|DKia||[DLisa| _ (2-5(i+ 1)p/™)mn (2. 5(i + 1)ngpt/m™)mn
|DK1||DL1| (2 . 5Z'p1/m)mn(2 . Binqbpl/m)m"

1 2mn
2




Now we use the above inequality to lower bound the quantity ¢2!|DK;||DL;|.

Recall that g was defined to be the probability that the signing key is (k, 1), and
so from Equation (1), we obtain

. . 1 1
2'|\DK;||DL;| = 2'|DK;||DL; . -
, 1 1
> 21| DK;||DL;| [ — :
PN (5757 0Ty + FDRTDE)
—14 [DEG||DLi| 14
2[DK;41|[DLiq| = 2-4mn
Using the above inequality, we obtain
Pr[signing key = (/k\:,/\)] 1 < 1 ) 1
<7 1+ _ §71+2.47rm)
Pr{E] vi\' " @KL 1) = 7'
and since by Lemma 5 we know that |Y| > 5™", we are done. O
This concludes the proof of the theorem. O

3.1 Strong unforgeability

We now show that our one-time signature scheme also satisfies a stronger notion
of security, called strong unforgeability. In the previous section we showed that if
an adversary can produce a signature for an unseen message, then Coly 3¢, (h)
can be solved in polynomial time. Now we point out that Colg 3, (h) can be
solved in polynomial time even if the adversary is able to produce a different
signature of a message whose signature he has seen. Suppose that after seeing
the signature s = kz + [ of a message z, the adversary A sends back another
valid signature 3" # 3 of z. Then 3 and 8 form a collision for . This is because

o~

h(E) = h(k)z + h(l) = h(kz +1) = h(3).

4 Practical attacks

While our scheme is efficient and secure in an asymptotic sense, it is not yet
secure for parameters that one would want to use in practical applications. In
this section we demonstrate an attack against our one-time signature scheme by
showing how an adversary would go about forging a signature for the message
z = 0. We demonstrate the attack for this message because it is the simplest to
explain, but the attack can be easily adapted to any other message.

Knowing the public keys h(k) and h(l), we can forge a signature for the

1/m

message z = 0 by finding an element 7 of length less than 10¢p/™nlog®n

such that h(?) = h(l) and outputting it as the signature 3. Note that h(s) =

~ ~ ~

h(k)0+h() = h(l) = h(l') and also 3]s = [T [lsc. So 3 will be a valid signature



of 0. The hard part is of course finding anl such that h(?) = h(i) But while this
problem is believed to be exponentially hard in n (the degree of the polynomial

h(l)),for small values of n, this problem is heuristically solvable. We will now

~
give an overview of how one would go about finding an I with small coefficients
~

when given h(l).

The idea is to use lattice reduction and so first we will need to view multipli-
cation in the ring Z,[x]/(f) as matrix-vector multiplication. Every polynomial
in Zp[z]/(f) can be associated with an n-dimensional vector in Z,, in the obvious
way. Also, for any element a € Z,[z]/(f), define M(a) to be an n x n matrix
where the " column (for 0 <4 < mn — 1) corresponds to the vector represen-
tation of the polynomial ax’. Now we can see that the multiplication of two
polynomials a,b € Z,[z]/{f) can be written as the multiplication modulo p of
the matrix M (a) by the vector representation of b.

~
By the above observation, the evaluation of the function hg(l ) can be inter-

preted as as a multiplication of an n x nm matrix A = (M(a4)|...|M(anm)) by

—~
the vector representation of I modulo p. And so when we’re given the public
~

key h(l ), we can interpret it as a vector (call it y), and then try to find a vector
b with coefficients at most 10¢p'/™nlog®n such that Ab = y(modp). We will
now explain how to use lattice reduction to find such a vector b.

We first define a matrix A’ = (Aly), and then try to find a vector b’ such
that A’6’ = 0(modp) where the last coordinate of b’ is —1. Notice that this
problem is equivalent to the previous one. We now observe that all the vectors
b’ € 2™+ that satisfy A’b’ = 0(modp) form an additive group, and thus an
integer lattice of dimension mn+1. And since we are trying to find a b’ with small
coordinates, this is akin to finding a short vector in the aforementioned lattice.
The basis of this lattice can be constructed in polynomial time (by viewing A’
as a linear transformation mapping Z™"**! to Z, and computing the kernel of
this transformation). And now all we need to do is find a vector in this mn + 1
dimensional lattice such that all its coordinates are less than 10¢p*/ mnlog2 n,
and the last coordinate is —1.

Suppose that n is around 512, then p = n® = 227, m = logn = 9, and
suppose that ¢ = 1. Thus we need to find a vector whose coordinates are less
that 80nlog? n ~ 22 in a lattice of dimension 512 %9+ 1 = 4609. It’s important
to notice that this lattice has a vector all of whose coefficients have absolute
value at most 1, and all we need is a vector whose coefficients are less than 22",
Such a large vector (relative to the shortest vector) can easily be found by using
standard lattice reduction algorithms that find an approximate shortest vector
of the lattice. And heuristically, the algorithm can find such a short vector with
the added requirement that the last coordinate is —1.

At this point it is unclear exactly how large we would have to set n in order
to avoid the above attack, but it is certainly above any parameter that could
be useful in practical applications. Nevertheless, we believe that by using the
general structure of the scheme presented in this paper as a starting point, it



may be possible to construct a practical and secure signature scheme, and this
could prove to be a fruitful direction for further research.
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