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Abstract. In this work, we study a new multivariate quadratic (MQ)
assumption that can be used to construct public-key encryptions. In
particular, we research in the following two directions:
— We establish a precise asymptotic formulation of a family of hard MQ
problems, and provide empirical evidence to confirm the hardness.
— We construct public-key encryption schemes, and prove their security
under the hardness assumption of this family. Also, we provide a new
perspective to look at MQ systems that plays a key role to our design
and proof of security.
As a consequence, we construct the first public-key encryption scheme
that is provably secure under the MQ assumption. Moreover, our public-
key encryption scheme is efficient in the sense that it only needs a ci-
phertext length L + poly(k) to encrypt a message M € {0,1}" for any
un-prespecified polynomial L, where k is the security parameter. This is
essentially optimal since an additive overhead is the best we can hope
for.

1 Introduction

Exploring different types of assumptions has been an important direction in
the agenda of cryptography research. For robustness, this reduces the risk of a
new mathematical/algorithmic/hardware breakthrough that breaks a particular
assumption and renders all its following constructions insecure; for versatility,
different assumptions usually have advantages for different applications. How-
ever, over the past 30 years, only a few candidates of computational problems
are built as foundations on which more exciting cryptographic applications can
build; for example, some well-structured algebraic, coding, or geometric prob-
lems (and their variants): DDH [17], Pairing (some are instantiated by elliptic
curves) [10], RSA [46], McEliece [38], LWE [1},{43}/45], and some recent works for
combinatorial problems [2].

This work is in a step of this agenda. We study a new type of assumption
inspired from the field of solving multivariate quadratic (MQ) equations. In par-
ticular, we give the first asymptotic formulation of a family of MQ problems
that enjoy some good mathematical structures and hardness. Thus one can use
this formulation as a base to construct more interesting crypto primitives, such



as public-key encryption schemes. Our assumption considers a family of prob-
lems that can be viewed as solving MQ equations described as the followings
(informally) :

Definition 1 (The Hard Task (Informal)). Let F, be a finite field, and H
be some subset of Fy. Let S be a multivariate quadratic system with n variables
and m polynomials whose coefficients are sampled from some distribution x.

Then a solver A, given (S,y = S(x)) where x is sampled uniformly from
H™, is asked to output some &' such that S(x') = y.

Actually, solving systems of non-linear equations is not a new topic, for it
has been studied in commutative algebra and algebraic geometry, at least since
Francis Sowerby Macaulay [36] (1902). Around the turn of the millennium, these
techniques [14] were also found that they can be used as a cryptanalytic step.
Claims (e.g. XSL [15]) concerning such techniques, today called “algebraic crypt-
analysis”, were often over-optimistic, but equation-solvers over different finite
fields such as XL [14], F4, F5 [23]24] are now significant topics for crypto.

The fundamental reason that algebraic cryptanalysis is not all-powerful is
that solving systems of non-linear equations does not scale well with the pa-
rameters even with Moore’s Law. Theoretically, solving multivariate non-linear
systems, or even just multivariate quadratic (MQ) equations has been proven to
be NP-hard [25/|41] in the worst case, and practically, all the proposed solvers
fail to solve the systems efficiently (i.e. in polynomial-time) for most non-trivial
distributions [4}35].

The above approach hints at inherent hardness in solving MQ equations,
and consequently MQ could be a good choice as a base for designing crypto
systems. Although this direction in fact has been considered for the last 20
years, however, it has had a rocky history. Many schemes were proposed, broken,
sometimes patched, and sometimes broken again (see [1820421,/37.|39,42], and
[54/61/121/40]). One objection frequently voiced is that the security of these systems
is often ad-hoc, and thus hard to evaluate. Fundamentally, these approaches
mostly were designed with a practical goal in mind. As a result, they considered
concrete and fixed-parameter constructions, with a design security of, e.g., 289,
with specialization to signatures with 160-bit hashes and optimizing for speed.
Since MQ was examined not as a hardness basis but only as the most obvious
attack or even some sanity check, the designers’ mindsets were not focusing
on how to construct a reduction for their security proof, nor about extending
their schemes in an asymptotic way. Thus, it seems that using the hardness to
construct crypto construction remains an interesting open direction.

Berbain, Gilbert, and Patarin [4] explored this and constructed efficient pseu-
dorandom generators (PRGs) based on the hardness of solving MQ equations.
Berbain et al. considered fixed and concrete-parameter constructions, yet an
asymptotic formulation of hard problems is implicit in their work. Consequently,
many primitives such as pseudorandom functions (PRFs), symmetric encryp-
tions, etc., in the Minicrypt world (i.e., one way functions exist) [33] can be con-
structed based on this formulation of hard problems. For the more sophisticated



Cryptomania world (i.e., public-key crypto systems exist) [33], the possibilities
have not yet been explored in the MQ literature. This line of research will be
our main focus in the rest of this paper.

Our Main Results. In this work, we study a new MQ assumption that can be
used to construct more sophisticated primitives such as public-key encryptions
in the Cryptomania world [33]. In particular, we research in the following two
directions:

— On the one hand, we establish a precise asymptotic formulation of a family
of hard problems, and provide empirical evidence to confirm the hardness.
Since there are many practical solvers studied and implemented during the
studies of algebraic attacks, we use these to examine the hardness of the
problems.

— On the other hand, we construct public-key encryption schemes, and prove
their security under the hardness assumption of the said family. Also, we
provide a new perspective to look at MQ systems that plays a key role to
our design and proof of security.

As a consequence, we construct the first public-key encryption scheme that is
provably secure under the MQ assumption. Moreover, our public-key encryption
scheme is efficient in the sense that it only needs a ciphertext length L + poly(k)
to encrypt a message M € {0,1} for any un-prespecified polynomial LE| This
is essentially optimal since an additive overhead is the best we can hope for.

The MQ assumption has some interesting properties for its potential. In the
following, we will discuss that the MQ problems share some structures with
the learning with error (LWE) problems [26}44}45]. Thus the MQ assumption
may also enjoys the versatility as LWE. On the other hand, there are many
experiences or fast implementations under a variety of hardwares [4,9}/11] in the
MQ literature, and thus this can be a good basis for practical applications.

Note: we are unaware of any reductions between our MQ assumption or
indeed any MQ-type assumptions and lattice-related ones such as LWE. Fur-
thermore, lattice problems have been studied for a much shorter period of time
than equation-solving, and new methods such as BKZ 2.0 [13] are still proposed.
So it is difficult to compare PKC constructions based on lattice-related hard
problems and MQ problems. The comparison is a very interesting research di-
rection but outside the scope of this paper. This paper will simply focus on the
MQ assumption and its consequent constructions. In section [3.1] we give a brief
remark on the difference between MQ and LWE assumptions. More detailed
discussions will appear in the full version of this paper.

A Closer Look at Our Assumption. In the following, we take a closer look at
our assumption and techniques, and still maintain a high-level perspective for
intuitions. First, we give some notation for convenience of exposition. Let F; be
a field which we use in the following discussion, and let S describe a multivariate

4 k is the security parameter.



quadratic system with n variables and m polynomials. For example, the following
system is one with 3 variables and 2 polynomials, and for a concrete explanation
we set g = 13.

T 2
S | 2 def [ w123 + x5 4+ 31 + 2 (1)
. T1x2 + 221 + 222 + 7

3

In addition to viewing S as a set of polynomials, we can view the above system
S as a function mapping from F? to F2. For example, S([1,2,3]") = [12,2]7,
where T' denotes transposes of vectors. In the rest of the paper, we use S[-] to
denote a system of polynomials, and S(-) to denote the corresponding function.
Now we are ready to describe the hard problem of our assumption with more
details (still informally). Note that here the system .S includes quadratic terms,
linear terms and constant terms. Throughout the paper, we will use S to denote
a system with all quadratic, linear and constant terms.

Definition 2 (The Hard Task (Informal)). Let g be a large enough prime,
and H be some small subset of Fy. Let S be a multivariate quadratic system with
n variables and m = O(n) polynomials sampled from a distribution where the co-
efficients of linear and constant terms are uniformly random, and the quadratic
terms come from independent Gaussian distributions with means 0 and moder-
ately large standard deviations.

Then a solver A, given (S,y = S(x)) where x is sampled uniformly from
H™, is asked to output some &' such that S(x') = y.

To make the seemingly intimidating parameters more reader-friendly, we give
an intuitive-level discussion as follows. First, we observe that depending on the
parameters, solving MQ equations can be easy or hard. As discussed in [4],
when m is significantly larger or smaller than n, solving the problem is easy.
The interesting hard instances fall on the cases when m is close to n, as stated
in the above definition that m = @(n). Moreover, the problem is believed to
be not only hard in the worst case, but hard on average over random instance
of S, and random input x. Under a series of empirical studies and theoretical
studies [3,(16L/47,48] for the best known solvers, the best known algorithms still
remain exponential-time.

Previously, |35] observed (from experiments) that even if the instance S is
drawn from a biased distribution (whose quadratic coefficients are not uniform
but instead sparse), solving the problem is still hard. This result hints at an
intuition that M@ problems are hard for most (non-trivial) distributions from
which S is drawn. In this work, we further test this intuition by investigating the
case that the instance S is drawn from a distribution whose quadratic coefficients
come from Gaussian distributions with moderately large standard deviation, and
the input @ is drawn from a smaller subset H™. Our experiment results (in the
full version of this paper) confirm our intuition that the problem does not become
significantly easier. In the following paragraphs, we explain how and why this
type of assumption and hardness help our design.



We remark that here we only give a structural description of the problem,
and leave the precise quantitative statement in Section [3] Before going to the
detailed calculation of numbers, we first focus on the structural properties of the
hard problem and maintain a high-level perspective.

Overview of Our Construction. Inspired by the recent constructions of public-
key crypto systems by learning with error (LWE) problems [45], we observe that
the problem in Definition [2| also shares the same structure with LWE. We can
take advantage of this similarity for our construction of public-key encryption
schemes. This is a new perspective of how we can view MQ equations.

First, let us take a look at the LWE problem, which can be stated as the
following: let A € F"*™ be a matrix, and b be a vector b = A - s + e, where
s € [ is some secret, and e comes from some error distribution. The task of
the LWE problem is to find out s given a random A, and an induced b.

We highlight the similarity by way of the following observation: recall that
the task of the problem in Definition [2|is to invert y = S(x) given S,y. We can
rewrite y into S(x) = L - ¢ + d + R(x), where L is the matrix of the terms of
linear coefficients, d is the coefficient vector of constant terms, and R(x) are the
mapping by the quadratic terms. Take Equation [I| for example, we can rewrite
the expression of S(x) as:

x1
[ z1z3 + 3 321 2 300 2
S(‘”)_{ o122 +2351+2:52+7_R(“”)+<220> o +<7)
3

In this expression, S(x) is a combination of an affine transformation (L-z+d)
plus some quadratic mapping R(x). We remark that without loss of generality, we
can assume d = 0, since solving a multivariate system with all Os for the constant
coeflicients is equivalent to solving that with random constant coefﬁcientsﬂ Then
if we view the quadratic terms as noise (analogous to the vector e), the shared
structure becomes apparent. Thus, the ideas that com from using LWE may be
translated into candidates of constructions by M(Q problems.

However, to bridge the two problems, we need to deal with some subtleties.
In the LWE problems, the noise (error vector e) comes from a Gaussian distribu-
tion that has “moderately” large standard deviation. Intuitively, if the standard
deviation is too small, then the problems become easier; on the other hand, if
it is too large, then the ciphertexts (constructed from LWE) become undecrypt-
able. Thus, in this series or works [26,44}45], certain ranges of parameters for
stds have been identified such that both the hardness of the problems and the
correctness of the decryption hold simultaneously.

When MQ problems are viewed in this way, we also need to argue that the
noise R(x) is also “moderate.” To achieve this, we use the structure of the
assumption that the coefficients of each quadratic term come from Gaussian

® There is a simple reduction showing that solving (S, y = S(z)) for S contains random
constant coefficients is equivalent to solving (S’,y" = S’(x)), where S’ has the same
distribution as S, except for the 0 constant coefficients.



distributions with moderately large standard deviations, and the input @ comes
from a small subset H" C Fg. That property allows us to bound the size of the
noise R(x). On the other hand, we need to examine the hardness of the problem
for these parameters. To do so, we conduct experiments under what to our
knowledge the best quadratic equation solver. Our experiment results confirm
our intuitions that MQ problems do not become significantly easier under any
(non-trivial) particular distribution of the inputs S and . This particularly gives
us evidence of the hardness of the problem in Definition |2 which we can use to
construct public-key encryptions.

Our First Construction of Encryption for Bits. In our first attempt, we construct
a public-key encryption scheme for bits. This construction is similar in spirit to
those LWE-based constructions [26}44,|45]. Because of the similarity, here we
omit discussions of intuitions and refer the curious readers to [261441(45]. Here
we give an informal outline of the construction:

— In key generation, the algorithm samples an MQ system S with n variables
and m = c¢-n polynomials, and & € H™. Then it sets the public key to be
(S,y = S(x)), and the secret key to be x.

— To encrypt a bit b, the encryption algorithm samples » € H™, and computes
(c1,e0) = (rT- L, T - (y—d)+b-[q/2]). Recall that L is an m X n matrix,
and m > n. Thus, given T - L, r is still hidden information theoretically.

— To decrypt, the algorithm computes t = co — ¢l - x. It outputs 1 if and only
if [t —q/2] < ¢/4.

Security Proof. The key to the security proof of the bit-encryption scheme is
based on a proof that relates the hardness of the assumption to some pseudo-
random distribution. Namely, suppose the problem in Definition [2]is hard, then
(S, S(zx)) is indistinguishable from (S, Uy,) where Uy, is uniform over Fy*. More-
over, we prove a more general theorem that suppose there exist a distribution
over the quadratic terms of S, and a subset H C [, such that the problem is
hard, then (5, S(x)) is indistinguishable from (.S, U,,). The crux of our proof is
a new application of the new version of Goldreich-Levin Theorem by Dodis et.
el [19)].

We remark that this general theorem also, as a consequence, implies Theorem
2 plus 3 in [4], and Proposition 5 plus 6 in [35] as its special casesﬁ

Improving Efficiency Using KEM. Feasibility results for bit-encryptions are nice
but not quite satisfactory. One general technique to improve efficiency is to use
Key Encapsulation Mechanism (KEM). We know that to use KEM, it is sufficient
to have an efficient symmetric encryption scheme or a pseudorandom generator
(PRG). (Note that a pseudorandom generator implies an efficient symmetric
encryption scheme.) Although there are many implementations of PRGs and

5 We present our theorem and assumption in asymptotic forms, and both [4L}35] pre-
sented their theorems in concrete parameters.



thus symmetric encryptions as well [7,[8[22,[30H32,/34], the constructions are
either not practically efficient, or require some additional assumption(s).

Here we further observe that the MQ assumption (Definition [2)) already gives
us an efficient construction of a certain form of PRGE] that is sufficient to imple-
ment the KEM technique. As a consequence, in the resulting scheme, we are able
to achieve a public-key encryption scheme that only needs a ciphertext length
L + poly(k) to encrypt a message M € {0,1}* for any un-prespecified poly-
nomial L, where k is the security parameter. This is essentially asymptotically
optimal since we know the ciphertext length must be at least as large as the
message (otherwise there will be decryption errors), and an additive overhead in
the security parameter is the the best we can hope for.

2 Preliminary

2.1 Notation

All vectors are assumed to be column vectors. Unless stated otherwise, all scalar
and vector operations are performed modulo q. We use arrow notation to repre-
sent a vector, and subscripts to represent the corresponding element, i.e. » € Fy
means 7 is a vector of n elements in F, and r; means the i-th element of the
vector. We denote the transpose of a vector r as r’.

For simplicity we will assume that ¢ is an odd prime. We represent elements
in F, by integers within the range [—(¢ — 1)/2, (¢ — 1)/2]. We denote the inner
product of @ and b as (a,b), or a’ - b.

Let m,n,q be numbers. Though out the paper, we will use S = (R, L,d)
to denote a MQ system with n variables and m equations, where R € Fj"*"*"
denotes the quadratic coefficients, and L € F¢**™ denotes the linear coefficients
and d € Fy" denotes the constant coefficients. In particular R; j; denotes the
coeflicient of x;x) in the i-th equation, and L; ; denotes the coefficient of z; in
the i-th equation, and d; denotes the constant coefficient in the i-th equation.

Definition 3 (Multivariate Quadratic Problems). Let n,m,q € N be pa-
rameters such that q is a prime, let x be a distribution between Fy**"*™, and
let H CF,. The goal for a solver A to the (average-case) multivariate quadratic
problem MQ(n,m,q,x, H) is that A on a random instance (S,S(x)) tries to
output some x' € Ty such that S(z') = S(x), where S = (R, L,d) with R < x,
L« F> ", d <« Fy', and x <~ H". If A does so, we say it successfully solves
the instance.

Definition 4 (Hardness of a MQ Family). ﬂ Let k be the security parameter,
n,m,q: N — N be efficiently computable and polynomially bounded such that q

" The PRG constructed by the MQ assumption is somewhat non-standard but is
sufficient for KEM. See Section [5] for further discussions.

8 To lend more credence to our contention that our family is hard, we attach logarith-
mic plots in the appendix in which we compare the behavior under MAGMA-2.17
of systems with m/n = 2 in cases (A) random systems in GF(3) and GF(5); (B)



is an odd prime. Let x be a distribution over F**"*™ and H C F,. We say
that the family MQ(n,m,q,x,H) is hard to solve if for every PPT solver A,
there exists some negligible function ngl(-) such that the following holds for all
sufficiently large k:

Pr [ < A(S,S(x)): S(z') = S(x)] < ngl(k).
SFMQ(”JTM(]’X’H)
x <+ H"

3 Public-Key Encryption Schemes For Bits

In this section, we show a construction of public-key encryption schemes (for bits)
under the hardness of some specialized MQ problem. We present our results in
the following order: (1) the hardness assumption, (2) the construction of the
scheme, and (3) the analysis.

3.1 The Assumption

Definition 5 (MQ Hardness Assumption). Let k be the security parameter.
For every constant ¢ > 1 € N, every efficiently computable and polynomially
bounded n,m,q : N = N, a : N = [—q/2,q/2] and every 0 < 8 < [q/2] such
that (1) m = cn, (2) q is prime, (3) a = O(1), let @, be the distribution
of m x n x n identical independent discrete Gaussian distribution D, ’s with
mean 0, standard deviation o, namely, each D, samples z < N(0,a?) (normal
distribution with mean 0, and standard deviation o), and then outputs |z] (mod
q), and let Hz = {—-8,—-p+1...,5—1,5}.
Then the problem MQ(n,m,q, P, Hg) is hard to solve.

As discussed in the introduction, we need to choose the parameters « such
that |R(z)| is “moderate” for two aspects. First, a cannot be too large, otherwise
there will be decryption errors. On the other hand, if « is too small, then with
high probability, most coefficients are 0, so the system becomes sparse. There are
known attacks for sparse systems where there are only o(1) non-zero coefficients,
so0 in our assumption, the o cannot fall into this region. In our setting, « > O(1)
implies that each quadratic terms has at least a constant probability not being
zero, and thus there will be O(n?) quadratic terms in expectation. In the full
version of this paper, we will discuss more details about the parameters and how
they influence the hardness of the problem.

Remark 1. As we discussed in the introduction, the M(@Q assumption has a similar
structure to the LWE assumption. Here we do a brief comparison of the two
assumptions for different range of parameters.

systems in larger fields but with variables restricted to {—1,0,1} and the equations
x? = z; included for every i; (C) systems in larger fields but with variables restricted
to {—2,-1,0,1,2} and the equations z;(z? — 1)(z? — 4) = 0 included for every 4.
The trend looks quite exponential. For more discussion see the full version of this
paper.



For ¢ being superpolynomial, we can show that an MQ instance (.5, S(x))
can be transformed to (L, b) that is statistically close to an LWE instance. The
transformation just sets L as the linear part of S, and sets b = S(x) + €', where
each coordinate of €' comes from some i.i.d. Gaussian with a small std. For
q = superpoly(k), one can show that b is statistically close to L - + e’ where
each coordinate of €” comes from i.i.d. Gaussian with a slightly bigger std. Thus,
(L, b) is statistically close to an LWE instance, and consequently, there is a simple
reduction from MQ to LWE.

In this paper, we need ¢ = poly(k) for our construction. For this range of
parameters, the above argument does not work. In fact, an M(Q instance and an
LWE instance can be statistically far. Thus, a straitforward reduction from MQ
to LWE does not work. We are not aware of any other reduction from any one
to the other, and leave this issue as an interesting open question.

Under the above assumption, we are able to obtain the following lemma,
which is a key to the security proof of our construction of public-key encryption
scheme. In the following section, we are going to prove a more general result as
Theorem [2| which directly implies this lemma. Thus, we only put the statement
of the lemma.

Lemma 1. Let k be the security parameter, and assuming MQ(n,m, q, P, Hp)
be the hard problem as stated in Definition @ Then (S, S(x)) is computationally
indistinguishable from (S,Uy,), where S < MQ(n,m,q,®a, Hg), © < H, Up
is the uniform distribution over F".

Here we remark that the MQ hardness assumption in Definition [5| can be
generalized in the following sense.

Remark 2. Actually all we need for our construction is to bound the quantity
R(x).Thus any distribution of S, and « that has the following properties (1)
the problem of equation solving is hard, and (2) we are able to bound R(x), are
sufficient for us to construct public-key encryptions. Here for concreteness, we
present study @, and Hj as a candidate for the hard problem.

3.2 Construction of A Public-Key Encryption Scheme for Bits

In this section we present our construction of a public-key bit-encryption scheme.

Construction of the Scheme £ = (KeyGen(-), Enc(-), Dec(-)):

— KeyGen(1*): choose public parameters n,m, q, o, 3, and A € N satisfying the

following constraints:
1 k-a-nCtN) .m. 52 < g/4.
2. m-log(2n* +1) > (n+ 1) -log q + 2k.
3. n,m,q,a, B satisfy the condition in the MQ assumption such that M Q(n,m,q, P, Hg)

is hard to solve.
Then it samples a random instance (S, S(x)) < MQ(n,m,q, Py, Hg), and
deontes y = S(x). Then it sets pk = (S,y) = (R, L,d), y), sk = x.



— Enc(b) for b € {0,1}: sample r € H"%, and outputs (c1,c2) = (7 - L, v
(y—d)+b-[a/2).

— Dec(cy, c2): compute t = co—cl-x. If [t —q/2| < q/4 then output 1, otherwise
0.

The intuition of the construction and analysis of security are similar to the
case of the work [45]. Thus we only state the theorem and leave the discussions
in the full version of this paper.

Theorem 1. Assume the MQ assumption holds for the above parameters. Then
the scheme & is a semantically secure encryption scheme.

4 Hardness of MQ Problems Implies Pseudorandom
Distributions

Recall that in the previous section, we claimed that the hardness of some family
of MQ problems implies a pseudorandom distribution (Lemma. In this section,
we are going to show that the hardness of more general families of MQ problems
also implies a pseudorandom distribution. In particular, we obtain the following
theorem.

Theorem 2. Let k be the security parameter, n,m,q be efficiently computable
and polynomially bounded such that q is an odd prime, x is a distribution over
Fymn, and H C .

Suppose for these parameters the problem MQ(n,m,q,x, H) is hard to solve,
then the following two distributions are computationally indistinguishable. Dy =
(S,S(x)), D2 = (S,Up,), where S < MQ(n,m,q,x,H), x + H", and U,, is a
uniform distribution over F".

If we set H to be Hg, and x to be @, as the setting in Deﬁnition then this
version of the theorem directly becomes Lemma [I]

We prove the theorem by contradiction. For intuition, first we state our high
level ideas and then delve into details. Suppose there exists a distinguisher A
that distinguishes D; and D5, from here we want to construct an inverter B that
solves the MQ problem (S, S(x)), which leads to a contradiction. We achieve this
goal using the following strategy:

— First we show that from A, we can construct another algorithm A’ that
distinguishes D] = (S, S(x),r, (r,x)) and D) = (S, S(x),r,U) where r €
[Fy is a random vector, and U is uniform over F,. For any r € Fj, we can
view (r,x) as the r’s location of the (Hadamard) encoding of . The ability
to distinguish D} and D) gives us a somewhat corrupted codeword of x, i.e.,
the codeword is correct in at least a noticeable fraction of places over all r’s.

— Then from A’, we construct an inverter B that applies the list-decoding algo-
rithm by the Goldreich-Levin Theorem to recover . We remind the reader
that the Goldreich-Levin Theorem is essentially a decoding algorithm for
the Hadamard code, which says (informally) that if given f(x), for random



r’s one can distinguish (r, ) from a uniform element with noticeable prob-
ability, then one can invert f with noticeable probability (for any function

f)-

However, when applying the Goldreich-Levin Theorem here, we encountered
some subtleties. First the classical theorem [28] deals with the boolean field only
(i.e. ¢ = 2); thus it is not applicable in general cases. A generalized version
of [29] handles the case for large ¢’s, but it works only for the case where the
input € Fy. It remains unclear for the case where  comes from a subset
Hpy C Fy. Recently, Dodis et al. [19] proved a new version of the theorem that
is essentially what we need in our setting. With it, we are able to implement the
list-decoding algorithm in the second bullet above, and this completes the proof.
The formal proof will appear in the full version of this paper.

5 Key Encapsulation Mechanism

In the previous section, we constructed a public-key encryption for bits. However,
this approach is not satisfactory when we want to encrypt a long message M €
{0,1}F for some large L. As discussed in the introduction, we can use a key
encapsulation mechanism (KEM) to achieve better efficiency.

First, we recall how we can achieve this by the KEM technique: let Enc be
any public-key encryption scheme for bits, and let G : {0,1}* — {0,1}*** be
a pseudorandom generator. To encrypt a long message M € {0,1}, we first
sample a seed s € {0,1}* for the PRG, and then stretch the generator Gﬂ to
get a pseudorandom string G'(s) € {0,1}£. Then we encrypt the seed by the
public-key scheme and use the pseudorandom string as a one-time pad to XOR
M. The resulting ciphertext becomes (Encpk(s), G'(s) & M).

In this paper, we observe that the M(Q assumption implies a certain form
of PRG. Thus, we can implement KEM under the same assumption as the one
from which we construct the public-key encryption scheme. However, this type
of PRG is somewhat non-standard, so we avoid using this term formally. We will
discuss this issue in the full version of this paper.

In the next section, we are going to show how we can obtain the desired long
pseudorandom string G’(s), and then present the entire scheme in Section
Finally we sketch the proof of security, which follows from the folklore.

Remark 3. We remark that KEM is a generic way to construct efficient public-
key encryption schemes. As discussed in the introduction and the above, we
know that a PRG plus any bit-encryption public encryption scheme is sufficient
to achieve the task. In this paper, we observe that the MQ assumption implies
an efficient constructions of PRGs and a public-key bit-encryption scheme, so
we can obtain an efficient public-key encryption under one single assumption.

9 We refer the readers to [27] for the details of how to stretch a PRG.



5.1 Longer Pseudorandom Strings

Recall that Lemma [1| states that (S, S(x)) ~¢ (S, Uy, ). This means we can get
a pseudorandom string S(x) € Fy* by only sampling a shorter seed € H.
Note: m > n, and H C F,. To get a longer pseudorandom string, we can use the
following iterative method (analogous to how we can stretch a PRG.)

Definition 6. Let S «— MQ(n,m,q,®a,Hp). For x € Hy, and let (zo,y0) =
S(x) where xo € Ty, yo € F'™" be the prefiz n elements and the suffic m —n
elements of S(x) respectively.

Let h - ¥y — HE be a hash function, and for i € N, we recursively define
(xi,y;) = S(h(xi-1)) where x; € Fy,y;, € F'™" (representing the prefiz and
suffiz of S(h(x;—1)) respectively). Then we define S} (x) = (Yo, Y1,---,Y;)-

S(x) S(h(z0)) S(h(z1))
Initial input = @ o 1 To -

| | l

output: Yo Y1 Y2

Then we are going to argue that for any i < poly(k), we have (S, S (z)) =,
(S, Um—n)-(i+1)), given (S, 8(x)) =~ (S,Up). This means, we can get an arbi-
trarily long (polynomially bounded) pseudorandom string S} (x) from an initial
random seed x.

The proof of security follows from a hybrid argument, and it is similar to
that of QUAD in the work [4]. We remark that here we need the hash function
for some technical reason. The only property we require is that h(U,,) outputs a
(statistically close) uniformly random element in Hj. The hash function i does
not need to be collision resistant nor one-way. We can view h as a reinterpre-
tation from elements in Fy to elements in Hy, and thus there are many simple
constructions.

Then we are able to achieve the following theorem.

Theorem 3. Let k be the security parameter. Assuming the MQ problem MQ(n,m,q, P, Hg)
is hard, and let h : Fy — Hp be a (randomized) hash function such that h(z)
maps a uniformly random z € ¥y to a uniformly random y € Hj.

Then for any i = poly(k), (S, S} (x)) is computationally indistinguishable to
(S, U(m—n)~(i+1)); where S < MQ(nama%q)omHB): T Hg7 and U(m—n)~(i+1)
} . (m—mn)-(i+1)
is uniform over Fy .

The proof will appear in the full version of this paper.

5.2 Construction of the KEM Scheme

In previous sections, we have constructed the bit encryption scheme £ = (KeyGen(+), Enc(+), Dec(+))
described in section [3.2] and the pseudorandom generator above. Here we de-

scribe a KEM scheme

Ekem = (KeyGengepm (), Enckem(+), Deckem (<)) that can encrypt messages with

un-prespecified lengths (polynomially bounded).



— KeyGenggy (1%): run KeyGen(1%). In particular, the algorithm chooses pub-
lic parameters n,m, q, ., Hs in the range as stated in the MQ assumption,
and also a hash function h : Fj — Hj with the property h(U,) being uni-
form over H7 as discussed in the above section. Then it samples a random
instance (S, S(x)) <+ MQ(n,m,q,P,, Hg), and deontes y = S(x). Then it
sets pk = (5,y), sk = x.

— For any L = poly(k), and any message M € IE"(?, Enckem(M) does the
following: the algorithm samples s € Hp, and computes ¢; = Enc(pk, s;) for
i € [n]. Then let t = [L/(m — n)], and compute ¢* = M & SZ(S)H The
resulting ciphertext will be ¢ = (c1, ¢, ..., cn, ).

— Deckem(c): the algorithm computes s by running Dec(sk, ¢;) for i € [n]. Then
it outputs M = ¢* & S} (s).

Then we are able to obtain the following theorem.

Theorem 4. The scheme above Exem is a semantically secure encryption scheme.

5.3 Concrete Parameters

Our goal here is to instantiate Theorem [4] with concrete parameters. Here, we
exhibit two sets of parameters (for proven security levels 280 and 2'2%) based
on a conservative estimate of the hardness of MQ systems (i.e., assuming the
general applicability of sparse matrix solvers in XL [47]), and no particular effort
in optimization.

Our security level aims for time 280 (and 2'28), and ¢ = 2710 for plaintext
length L = 22° (1 Mb), i.e., no adversary within running time 280 (and 2'2%)
can distinguish two ciphertexts with advantage better than 27'°. Since our con-
struction uses the KEM mechanism, we need parameters for (1) (5,5} (x)) to
be a PRG some length L, and (2) € to be a semantically secure bit-encryption
scheme. It follows from a standard argument that the KEM security achieves
this level (with a slight loss) once both the underlying PRG and the encryption
scheme achieve this level of security. In particular, we instantiate the scheme
with the following parameters:

Case|k|n |m|al|p q
1 [12]200[400[10[2]18031317546972632788519 ~ 274
2 [12[256(512[10[2[523244027957626 78724873 ~ 270
And we approximate the hardness in the following table:
Case|Hardness of MQ|Security of Enc|Security of PRG|Security of KEM
1 2156’ 9—100 2877 9—11 2857 9—11 2857 9—10
2 22057 2—104 2130’ 2—11 21347 2—11 21307 2—10

We remark the tuple (T, ¢) in each cell means for any adversary running in
time T has advantage (or success probability) less than e.

In the full version of this paper, we will explain our methodology of the
experimental studies, and provide the data. Due to space limit, we omit most
details for proofs and experiments.

10 Here @ means we add two vectors component-wise. That is, let a,b € ]FqL

say a®b=[a1 +bi,az+ba, -+ ,ar +br]".

, then we
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