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Abstract. In this article, we analyze the circulant structure of general-
ized circulant matrices to reduce the search space for finding lightweight
MDS matrices. We first show that the implementation of circulant matri-
ces can be serialized and can achieve similar area requirement and clock
cycle performance as a serial-based implementation. By proving many
new properties and equivalence classes for circulant matrices, we greatly
reduce the search space for finding lightweight maximum distance sepa-
rable (MDS) circulant matrices. We also generalize the circulant struc-
ture and propose a new class of matrices, called cyclic matrices, which
preserve the benefits of circulant matrices and, in addition, have the po-
tential of being self-invertible. In this new class of matrices, we obtain
not only the MDS matrices with the least XOR gates requirement for
dimensions from 3 x 3 to 8 x 8 in GF(2*) and GF(2%), but also involu-
tory MDS matrices which was proven to be non-existence in the class of
circulant matrices. To the best of our knowledge, the latter matrices are
the first of its kind, which have a similar matrix structure as circulant
matrices and are involutory and MDS simultaneously. Compared to the
existing best known lightweight matrices, our new candidates either out-
perform or match them in terms of XOR gates required for a hardware
implementation. Notably, our work is generic and independent of the
metric for lightweight. Hence, our work is applicable for improving the
search for efficient circulant matrices under other metrics besides XOR
gates.

Key words: lightweight cryptography, diffusion layer, MDS, circulant
matrices.

1 Introduction

In the designing of symmetric-key ciphers, there are two fundamental concepts
required for the overall security of the cipher—the confusion and diffusion prop-
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erties described by Shannon [21]. Informally, the latter is to spread the internal
dependencies as much as possible [22]. The diffusion layer of a cipher is often
achieved by a linear diffusion matrix that transforms an input vector to some
output vector through linear operations. For the choice of the diffusion layer,
there can be a trade-off between the security and computation efficiency. Sev-
eral designs compromise the diffusion power for a faster diffusion layer, while
another trend is to maximize the diffusion power with maximum distance sepa-
rable (MDS) matrices. The diffusion power of a matrix is often quantified by the
branch number of the matrix, and an MDS matrix achieves maximum branch
number, also known as perfect diffusion property. MDS matrices are widely used
in many ciphers like AES [9], LED [11], SQUARE [8]. However, very often the price
for having strong diffusion property is the heavy implementation cost, in either
software or hardware implementations. Therefore, there is a need to reduce the
implementation cost when perfect diffusion property is desired.

Recently, the designing and improving of hardware efficiency become a major
trend. Several lightweight block ciphers [5,11,7,24] and lightweight hash func-
tions [2, 6, 10] are designed to minimize the implementation cost. Notably in the
hash function PHOTON [10], a new type of MDS matrices that can be computed
recursively were proposed, so-called serial matrices, where a serial matrix A of
order k is raised to power k and the resultant matrix A* is MDS. In compar-
ison to round-based implementation, serial-based implementation trades more
clock cycles for lesser hardware area requirement. Such matrices were later used
in block ciphers like LED [11] and more recently in authentication encryption
scheme like the PRIMATEs [1].

In a nutshell, a round-based implementation computes the entire diffusion
matrix of order k£ and applies the diffusion layer in one clock cycle. Hence, it is
necessary to have all, if not most, of the k2 entries of the diffusion matrix to be
lightweight. On the other hand, a serial-based implementation computes the non-
trivial row of a serial matrix', and applies it for k times recursively. Therefore,
the primary implementation cost is the k entries of the non-trivial row and the
computation time takes k clock cycles. Although it is natural to perceive that
these two implementations require very different matrices, there are a type of
matrices that can achieve the best of both worlds—circulant matrices.

Circulant matrices are a common type of matrices for the diffusion layer, a
typical example of which is the AES diffusion matrix. They have a simple struc-
ture that every row is a right-shift of the previous row. Hence, a circulant matrix
can be defined by its first row of k entries. In addition, it is known that an MDS
circulant matrix can contain repeated lightweight entries. For instance in the
AES diffusion matrix, there are two 1’s which practically has no implementation
cost for multiplication. In comparison to Hadamard matrices, another common
type of matrices for the diffusion layer [3,4], which must contain k distinct en-
tries to be MDS, circulant matrices tend to achieve lower implementation cost in
a round-based implementation. Although circulant matrices cannot be directly

L A serial matrix of order k consists of k — 1 rows with a single 1 and k — 1 many 0’s
and a row with non-trivial entries.
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used in a serial-based implementation, their circulant structure can be imple-
mented in a serialized manner and achieve similar performance as the serial-
based implementation. In short, using a circulant matrix in the diffusion layer
gives the flexibility to do a trade-off between the area requirement and the clock
cycle, whereas most of the other matrix types are suitable for either one but not
both implementations.

One approach to build lightweight MDS matrices from some matrix type is
to focus on some subclass of such matrices that are MDS, based on some pre-
defined metric for lightweight, then pick the lightest MDS matrices from this
subclass. In [16,13], the authors chose to maximise the number of 1’s for better
efficiency and constructed circulant-like matrices that are MDS with as many
1’s as possible, then searched for the lightest MDS circulant-like matrices. In
another work [12], the authors quantified lightweight with low Hamming weight
and focused on involutory (self-inverse) matrices, they proposed the construction
of Hadamard-Cauchy matrices that are MDS and can be involutory, then mini-
mized the Hamming weight of a few entries of the Hadamard-Cauchy matrices.
Although this approach is efficient for finding lightweight MDS matrices, the ma-
trices found are optimal among the subclasses rather than the whole population
of the matrix type.

Another approach is to pick the lightest matrix from some matrix type and
check for MDS, and extend the search to the next lightest matrix if it is not MDS.
This approach, also often regarded as exhaustive search, can be seen in [17,22].
The clear advantage of the exhaustive search over the previous approach is that
it guarantees optimal for the given matrix type. In addition, it has the freedom
to change the metric for lightweight when necessary. Despite the advantages,
this approach suffers from the large search space. In [22], the authors tackled
this problem by introducing the concept of the equivalence classes of Hadamard
matrices to significantly reduce the search space for finding lightweight involutory
MDS (IMDS) matrices. However, the equivalence relation for circulant matrices
has not yet been discovered in the literatures.

There are two main challenges in the second approach. Given a set of
lightweight coefficients, the first challenge in finding MDS circulant matrices
with these coefficients would be the large search space due to the necessity of
checking the MDS property for all possible permutations. The second challenge
is that MDS circulant matrices can have repeated entries which makes the search
space larger than other types of matrices, for instance Hadamard matrices, of
the same order. Perhaps due to these challenges, the existing work on circulant
matrix used either the first approach to find lightweight MDS circulant matrix
of order 8 from some subclass of circulant matrices [13,14], or the second ap-
proach but could not complete the search for lightweight MDS circulant matrix
of order 8 [17]. Therefore, this paper is devoted to tackle these problems and
reduce the search space for finding generic lightweight MDS circulant matrices
through analyzing the circulant structure.
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Contributions. In Section 2.3, we illustrate how circulant matrices can have
a trade-off between the area requirement and clock cycle in hardware imple-
mentation. This shows that using circulant matrix in a diffusion layer gives the
designer the flexibility to choose the implementation between lower area require-
ment and faster computation according to the needs. In Section 3, we tackle both
challenges faced when using the second approach for finding lightweight MDS
circulant matrices. In Section 3.1, we prove the existence of equivalence classes
for circulant matrices in terms of the branch number. Since the circulant ma-
trices within an equivalence class have the same branch number, it is sufficient
to check one representative from each equivalence class and hence reduce the
search space. In Section 3.2, we show that there are at most 5 types of MDS
circulant matrices for order k£ < 8, namely circulant matrices whose first row has
k distinct entries, 1, 2 or 3 pairs of repeated entries, or 3 repeated entries. This
allows us to complete the search for lightweight MDS circulant matrix of order
8 which previously was not achievable by [17]. In Section 4, we generalize the
circulant structure and propose a new type of matrices—cyclic matrices, which
preserve the benefits and advantages of circulant matrices. Using group theory,
we prove that, in terms of branch number, cyclic matrices are equivalent to cir-
culant matrices. This greatly simplifies the understanding and analysis on the
branch number of the cyclic matrices. In Section 5, we present the lightest MDS
left-circulant matrices (where each row is a left rotation instead of right), for
order k < 8, based on the same metric used in [17,22]. In addition, we overcome
the constraint that circulant matrix cannot be involutory and MDS simultane-
ously, and also present the lightest involutory MDS left-circulant matrices. To
the best of our knowledge, the latter matrices are the first of its kind. We would
like to emphasize that all the techniques and most results presented in this paper
are independent of the metric for lightweight. In other words, one can choose
another metric and apply our techniques to reduce the search space for finding
the desired matrices.

2 Preliminary

In this section, we first state some notations that will be frequently used for the
rest of the paper. Next, we formally define what branch number of a matrix is,
and provide two propositions that will be useful in the later proofs. Lastly, we
give an introduction to circulant matrix, the advantages of using it and how the
implementation of circulant matrix can be serialized. In this paper, we assume
that the matrices are square matrices unless otherwise stated.
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2.1 Notations

n : Dimension of the finite field
GF(2") : Finite field of order 2™
Ox : Prefix for hexadecimal, common notation for expressing
binary polynomial coefficients or n-bit strings
k : Order of the square matrix
MTi, §] : (4,j)-entry of the matrix M, where 4,5 € {0,1,....k — 1}
wt(v) : Number of nonzero components of the vector v

2.2 Branch number of the diffusion layer

Recall that the diffusion power of the diffusion layer is often quantified by the
branch number of the diffusion matrix.

Definition 1. The branch number of a matriz M of order k over finite field
GF(2") is the minimum number of nonzero components in the input vector v
and output vector u = M - v as we range over all nonzero v € [GF(2™)]*. Le.,
the branching number of matriz M is By = min,zo{wt(v) + wt(Mv)}.

That is to say, for any nonzero input and output pair of a diffusion matrix,
the number of nonzero components will be at least the branch number of the
diffusion matrix. This is essential for protecting against the cryptanalysis like
differential attack that exploits the differential patterns between the plaintext
and the ciphertext. As the sum of nonzero components is lower bounded by
the branch number, having a high branch number implies that a small input
difference will inevitably lead to a large output difference, and to achieve a small
output difference would require a large input difference.

Definition 2. [23] A mazimum distance separable (MDS) matriz of order k is
a matriz that attains the optimal branch number k + 1.

When there is a single difference in the input vector, the best possible diffu-
sion is to spread the difference to all £ components of the output vector, hence
the largest possible branch number is £+ 1. For instance, the AES diffusion matrix
has order 4 and a branch number 5, hence it is MDS.

The following propositions are simple yet crucial building blocks for the re-
sults in this paper.

Proposition 1. [19, Page 321, Th. 8] A matriz is MDS if and only if its square
submatrices are all nonsingular.

Proposition 2. For any permutation matrices P and Q, the branch numbers
of these two matrices M and PMQ are the same.

Proof. Since P and @ are permutation matrices, there can be bijection map-
pings between the input vectors (resp. output vectors) of M and PMQ where
the vectors differ by some permutation, hence the minimum number of nonzero
components in the input and output pairs remains the same and they have the
same branch number. O
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2.3 Circulant matrices and its implementation

Circulant matrices. Here, let us formally define circulant matrices and related
notations.

Definition 3. A circulant matrix C' of order k is a matriz where each sub-
sequent row is a right rotation of the previous row. We denote the matriz as
circ(eg, €1, ...y Cl—1), where ¢;’s are the entries of the first row of the matriz. The
(i,7)-entry of C' can be expressed as Cli, j] = ¢(j—i) mod k-

There are several advantages of using circulant matrix in a diffusion layer:

1. It has a higher probability of finding an MDS matrix as compared to a
randomized square matrix [8].

2. It has at most k distinct entries, and in addition it can be MDS and contain
repeated lightweight entries, which tends to have lower implementation cost
as compared to matrices like Hadamard and Cauchy matrices that must have
at least k distinct entries in order to be MDS.

3. It has the flexibility to be implemented in both round-based and serialized
implementations.

However, it was shown in [15] that involutory MDS (IMDS) circulant matrices
of order 4 do not exist, and was further proved in [13] that IMDS circulant
matrices of any order do not exist. To preserve the benefits of circulant matrices,
we generalize the circulant structure in Section 4 and find lightweight IMDS
matrices that are presented in Section 5.

Serialized implementation of circulant matrices. First, let us illustrate the
round-based implementation using an arbitrary circulant matrix circ(a, b, ¢, d) of
order 4, and an arbitrary input vector (w, z,y, z), we compute the output vector
as follows,

abced w aw~+bx +cy+dz
dabdc x| _ |dw+ar+by+cz
cdab y cw~+dxr + ay + bz
bcda z bw + cx + dy + az

The entire diffusion matrix is implemented and the output components can be
computed in parallel and in one clock cycle.

On the other hand, one clock cycle of a serial-based implementation is com-
puted as follows,

0100 w z

0010 | Yy

0001 y | z ’
abcd z aw+br +cy+dz

where the output is fed back to the input and this process is repeated for another
3 times to get the final output. Excluding the control logics and memories re-
quired, serial-based implementation requires implementing one row of the matrix
and takes k clock cycles to compute the output vector.
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Clearly a circulant matrix can be implemented in the round-based manner.
Although it is not in a form of a serial matrix that is required for serial-based
implementation, implementation of a circulant matrix can still be serialized.
The key observation is that the same permutation is applied to obtain each
subsequent row. For a circulant matrix, the permutation is a right rotation. To
serialize the implementation of circulant matrix, we implement the first row of
the circulant matrix and compute the first output component.

abcd w aw~+bx + cy + dz

x
Y
z
Next, we update the input vector by applying the inverse permutation to obtain
(z,y,z,w) and apply the first row of the matrix again,

abced

x
y| _ |ar+by+cz+dw
z

w

and we obtain the second component of the output vector. We repeat the process
to obtain the entire output vector in 4 clock cycles. Thus, similar to serial-based
implementation, we only need to implement one row of the matrix and it takes
k clock cycles to compute the output vector.

In fact, one can even achieve other area requirement and clock cycle trade-offs
that are between the round-based and serial-based implementation performance.
In the previous example, one can also implement 2 rows of the circulant matrix
and compute 2 output components in parallel, this will take 2 clock cycles to com-
plete the diffusion layer computation. More generally, we can have t-serialized
implementation when we are using circulant matrices, where ¢ divides k. The
estimated implementation costs and clock cycles required for the implementa-
tions are summarized in Table 1. Note that this does not include the memory
costs and control logics required for different implementations. From Table 1, it
is clear that the round-based and serialized implementations are special case of
t-serialized implementation where ¢t = 1 and ¢ = k respectively.

Table 1. Estimated implementation costs and clock cycles for various implementations

Type of Matrix Implementation|Clock
Implementation (No. of entries) Cycle
Round-based k2 1
Serial-based k k
Serialized k k
t-serialized k2 /t t

Circulant matrices are not the only matrix type that can be serialized. In
fact, if the same permutation, not necessarily being a right rotation, is applied
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to obtain each subsequent row, we can still serialize the implementation. This
observation leads us to generalize the circulant matrices to cyclic matrices, see
also Section 4, which can be serialized too.

3 Properties of Circulant Matrices

There are mainly two challenges in the method of picking the lightest circulant
matrix and checking the MDS property. Firstly, for a generic (not considering the
values of the entries) circulant matrix of order k, circ(co,c1,...,cx—1), there are
k! ways to permute the entries, which can quickly be intractable. Secondly, the
choice of the k lightweight nonzero entries need not be distinct, which potentially
cause the search space to be much larger than just choosing k distinct entries
and permuting them.

In Section 3.1, we first introduce an equivalence relation to partition the k!
circulant matrices into equivalence classes, where circulant matrices within an
equivalence class share the same branch number. This allows us to reduce the
search space by checking the MDS property for one representative from each
equivalence class. Next in Section 3.2, we analyze the circulant structure and
show that for order k& < 8, there are at most 5 types of MDS circulant matrices,
namely circulant matrices whose first row has k distinct entries, 1, 2 or 3 pairs
of repeated entries, or 3 repeated entries. This shows that any MDS circulant
matrix must belong to one of these 5 types.

3.1 Compact equivalence classes of circulant matrices

For the ease of our discussion on the permutation of the entries, we focus on the
permutation of the index of the elements.

Definition 4. An index permutation o on an ordered set {cg,c1,...,Ck—1} i @
permutation that permutes the index of the elements.

Ezample 1. Let o be an index permutation on an ordered set {cg, c1, 2,3, ¢4}
where (i) = 4 — i, the resultant ordered set will be {c4, c3,ca,c1,¢0}.

Definition 5. Given a matrix M of order k that is defined by its first row under
a rule, we denote by M? the matriz generated under the same rule by the first
row of M modified by applying an index permutation o.

Definition 6. Two matrices M and M’ are called permutation-equivalent, de-
noted by M ~pg M’', if there exist two permutation matrices P and @Q such that
M = PMQ.

It is easy to verify that ~p is a well-defined equivalence relation. By Proposi-
tion 2, we know that the permutation-equivalent matrices have the same branch
number. Using this equivalence relation, we partition the k! possible circulant
matrices into equivalence classes with respect to their branch number.
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Definition 7. An equivalence class of circulant matrices is a set of circulant
matrices satisfying the equivalence relation ~p.

We first analyze what index permutation satisfies the relation, then we deduce
the number of equivalence classes of circulant matrices.

Lemma 1. Given two circulant matrices C' and C?, C' ~g C? if and only if o
is some index permutation satisfying o(i) = (bi+a)mod k, Vi € {0,1,....,k—1},
where a,b € Zy, and ged(b, k) = 1.

Proof. The “if” direction is immediate once we have proven the “only if” direc-
tion. Assume that C' ~p C?. By Definition 6, there exists permutation matrices
P and @ such that C7 = PCQ, where P (resp. @) is in fact a row (resp. column)
permutation on C. Since C' is circulant, one can observe that if C7 = PC, then
the first row of C'? is some row of C' and thus corresponds to some rotation of
the first row of C, which shows that the index permutation o can be expressed
as m,(1) = (i + a) mod k. That is, m, corresponds to a row permutation P,.
Therefore, for any C'? such that C? = PC(Q), we can always apply some index
permutation 7_, to fix the first element ¢y and accordingly pre-multiply C'? by
a corresponding row permutation P_,, which gives C™-+°? = P_, PC'Q), where
m_q(c(0)) = 0.

Next, we consider index permutation that fixes 0. Note that this implies that
the row and column permutations on C fix the first row and column. Suppose
that C% = PCQ, ¢,(0) = 0 and ¢,(1) = b, then the column permutation Q
maps column b of C to column 1 of C?*, and similarly the row permutation P
maps row k — b of C to row k — 1 of C?. By definition of circulant matrices, we
know that cg, (2), which is the third entry of C?, can be written as C*[0,2] =
C?[(k—1),1]. Since the pre-image of row k—1 and column 1 of C?* are row k—b
and column b of C, we can express that entry of C? as an entry of C, that is
C?[(k—1),1] = C[(k — b),b]. And again by definition of circulant matrices, the
entry Cp—(k—b) mod k = C2b mod k- Lhat is to say, by defining ¢p(1) = b, we have
restricted the permutation of the next index to be ¢(2) = 2b mod k. Following
the same argument, we can conclude that ¢,(i) = bi mod k. In addition, we
must have ged(b, k) = 1 so that ¢y is a permutation on {0,1,....k — 1}.

Finally, we can see that if C' ~5 C? then o = 7, o ¢, that is, o (i) = (bi + a)
mod k. a

For simplicity, we call the permutations satisfying Lemma 1 the C-
permutations. That is to say, C ~p C? if and only if ¢ is a C-permutation.
We show in the full version of this paper [18] how to generate one representative
for each equivalence class.

Theorem 1. There are % equivalence classes of circulant matrices of order

k, where p(k) is the Euler’s totient function.

Proof. 1t is clear that the cardinality of each equivalence class is the number of
possible index permutation o. By Lemma 1, we know that o(i) = (bi 4+ a) mod
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k, where a,b € Zj and ged(b, k) = 1. Since there are k possible values for a
and b has to be coprime with k, there are (k) possible values for b, and each
equivalence class has cardinality of k - ¢(k). Hence the number of equivalence

classes is k_;fék) = (];Zkl))!. O

Note that the “only if” direction of the Lemma 1 implies that this is the most
compact equivalence classes for generic circulant matrices in terms of branch
number. In [22], the authors presented equivalence classes of Hadamard matrices
to reduce the search space for checking the MDS property. But whether there
exists larger (more compact) equivalence classes to further reduce the search
space remains an open question. Observing its similarity with our work, we
analyze the equivalence classes of Hadamard matrices in [22] and find that it
is already the most compact equivalence class. The proof is included in the full
version of this paper [18].

3.2 Types of MDS circulant matrices of order k < 8
In short, this section proves the following theorem.

Theorem 2. For order k < 8, there are at most 5 types of MDS circulant
matrices, namely circulant matrices whose first row has:

Type 0: k distinct entries;

Type 1: 1 pair of repeated entries;
Type 2: 2 pairs of repeated entries;
Type 3: 3 pairs of repeated entries;
Type 4: or 3 repeated entries.

Given an ordered multi-set of entries {co,c1,...,ck—1}, suppose that two
entries of them are the same, denoted by ¢; = ¢(j1d) mod x for some i,d €
{0,1,....,k — 1}. From Section 3.1, we see that any rotation of the entries are
permutation-equivalent. Hence, for any d > Lg], it is equivalent to considering

C(i—d) mod k = C(i—d)+a Which is equal to ¢;4 (x—d) mod £ = i, Where k —d < ng
Without loss of generality, we assume i +d <k —1and d < |%].
First, we state two lemmas that will help us in proving Theorem 2.

Lemma 2. An MDS circulant matriz of even order k does not have ¢; = ¢; i .

Proof. Suppose that there exists ¢; = ¢; . k. Considering the submatrix of order

2 by taking row 0 and %, and column ¢ and 7 + g, we have

C; CZ-Jrg
C(ifg) mod k& Ci
k

Since i — 5 = z'—l—% (mod k), we have a singular submatrix and by Proposition 1,
there is a contradiction. O
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Lemma 3. An MDS circulant matriz does not have ¢; = ci1q and ¢; = ¢j44,
where i % j.

Proof. Suppose that there exist ¢; = ¢;44 and ¢; = ¢j1q, where ¢ < j. Consider
the submatrix of order 2 by taking row 0 and (i — j) mod k, and column 7 and

i+ d, we have
Ci Citd
9
Cj Cjtd

Since these two columns are identical, we have a singular submatrix and by
Proposition 1, there is a contradiction. a

From Lemma 2 and 3, we can conclude that an MDS circulant matrix of
order k allows at most Lkglj possible distinct distances and thus has at least
(%1 distinct elements. Specially for order £ = 8, it allows 3 possible distinct
distances and thus there are at most 3 pairs of repeated entries. If some entry
has multiplicity 3, say ¢; = ¢;+4, = Ci+d,, then the three distances di, dz,d2 —d;
are pairwise distinct. It also implies that any higher multiplicity is impossible
for an MDS circulant matrix of order 8 as the number of pairwise equalities is
more than 3 (a similar property that an MDS matrix of order 8 has at most
24 ones was proved in [16]). Similarly, for order k < 8, there are also at most
3 possible distances. Therefore, we obtain Theorem 2 that any MDS circulant
matrix of order k < 8 is one of the 5 matrix types.

Table 2. Possible types of MDS circulant matrices of order £ < 8

Order|Possible d|k distinct|1 pair|2 pairs|3 pairs|3 repeated
3 {1} v v
4 {1} v v
5 {1,2} v v v
6 {1,2} v v v
7 {1,2,3} v v v v v
8 {1,2,3} v v v v v

In Table 2, we list all the possible types of MDS circulant matrices for order
k < 8. These results can also be extended to higher order circulant matrices.
Note that this is a necessary condition for an MDS circulant matrix, it does not
guarantee the existence of MDS circulant matrix for any of the circulant matrix
type. For k = 8, we check that there are MDS matrices of each type, see also
Section 5.

4 Cyclic Matrices

In this section, we generalize the circulant matrix structure and introduce a new
type of matrices, we call them the cyclic matrices. Despite that cyclic matrices
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capture the essential requirement to have t-serialized implementation, analyzing
all cyclic matrices is not feasible. Using results from elementary group theory, we
can relate cyclic matrices to circulant matrices in terms of branch number. This
allows us to apply the results on circulant matrices in Section 3 to the cyclic
matrices as well.

Generalized circulant matrices. Recall from Section 2.3 that to serialize
the implementation of a matrix, the same permutation is applied to obtain each
subsequent row. Hence, we generalize the circulant structure by considering other
permutations beside the right rotation.

Definition 8. A cyclic matriz C, of order k is a matriz where each subsequent
row is some permutation p of the previous row, where p is a cycle of length k. We
denote the matriz as cyc,(co,c1, ..., ck—1), where ¢;’s are the entries of the first
row of the matriz. The (i, j)-entry of C, can be expressed as Cyli, j| = cyi(jy-

For example, the permutation of the circulant matrix structure can be ex-
pressed as a cycle (0 1 2 .. k—1), where p = (ip 41 2 ... i5—1) means
p(ij) = i(j—1) mod k for 0 < j < k — 1. In the definition of cyclic matrix, we
require the permutation to be a cycle of length & to avoid repeated rows and
repeating elements in a column (which will not satisfy the property of MDS).

Since there are (k — 1)! cycles of length k, it is infeasible to analyze every
single the cyclic structures. However, using Proposition 2 and elementary group
theory, we can elegantly reduce the problem to simply analyzing the circulant
matrices. First, observe that the permutation p is an element of the symmetric
group Sk, and the collection of the permutations of the k rows of the matrix
forms a cyclic group, hence the name cyclic matrices.

Ezample 2. Considering the cycle permutation p = (0 2 1 3), we can express
cycp(a,b, ¢, d) as follows

(a,b,c,d) abed
pla,bye,d) | [dcabd
p*(a,bye,d) | ~ [ bade]”
p3(a,b,c,d) cdba

where the collection of the permutations of each row forms a cyclic group of
order 4, (0 2 1 3))={(,(0 2 1 3),(0 1)(2 3),(0 3 1 2)}.

Relation to circulant matrices. Next, we show that any cyclic matrix is
permutation-equivalent to some circulant matrix. More preciously, there is a
bijection between the cyclic and circulant matrices satisfying ~5. To prove this,
we use the following proposition from elementary group theory.

Proposition 3. [20, Ch. 5.3] Any two permutations p, T which have the same
cycle type are conjugate in Sy.



Lightweight MDS Generalized Circulant Matrices 13

That is to say, there exists permutation ¢ € Sy such that cp = 7. In the
nutshell, o can be computed by placing one permutation above the other and
view it as a Cauchy’s 2-line notation for permutation.

Ezample 3. Let p=(0 2 1 3)and 7= (0 1 2 3), viewing it as a Cauchy’s

2-line notation, we have
0213
0123)’

from which we see that 0 and 3 are fixed while 1 and 2 are swapped. Therefore,
we obtain o = (1 2) and we can verify that op = 70.

Theorem 3. Given an ordered set S with k elements and some cyclic matriz
structure, there exists a bijection between the cyclic matrices and the circulant
matrices satisfying the relation ~p, where both sets of matrices are generated by
some index permutation on S.

Proof. Let the permutation of some cyclic matrix be p and circulant matrix be
7=(0 1 2..k—1). By Proposition 3, there exist some permutation o such
that op = 70. Hence for any row i € {0,1,...,k — 1}, we have op’ = 7%0. In the
form of a matrix, the permutation for each row of the matrices can be expressed

) a(9)
oo p(S) To0o(S)
gop?(S) | | 1?00(S) ’
o0 pF1(S) 1o 0(S)

where ¢ in the cyclic matrix can be viewed as a column permutation, while in the
circulant matrix it is a index permutation on S. Therefore by Proposition 2, the
cyclic matrix has the same branch number as a circulant matrix that undergoes
index permutation o.

Lastly, one can easily infer that for any index permutation 7 on the cyclic
matrix, it corresponds to a circulant matrix that undergoes index permutation
gOoT. O

Ezxample 4. Consider a cyclic matrix of order 4 with the row permutation p =
(0 2 1 3), while the circulant matrix is 7 = (0 1 2 3). From Example 3, we
have o = (1 2) that satisfies op = 70. Applying column permutation o on the
cyclic matrix and index permutation ¢ on circulant matrix, we obtain the same
matrix as follows

abced acbhbd abed
dcabd col perm o dachb index perm o dabec
badc bdac cdab

cdba cbda becda
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This theorem shows that for any cyclic matrix, we have some column permu-
tation o that transforms it into a circulant matrix (or any other cyclic matrix)
while preserving the branch number. However, the involution property of circu-
lant matrix may not hold true for the cyclic matrices, which gives us an insight
that there might exist IMDS cyclic matrices while it is not the case for the cir-
culant matrices. And we indeed find IMDS cyclic matrices which are presented
in Section 5.

Corollary 1. Any cyclic matrixz corresponds to some circulant matriz preserv-
ing the coefficients and the branch number.

This is immediate from Theorem 3 and the fact that their entries are the
same up to some permutation. In addition, we can draw the following corollary
immediately from Theorem 2 and 3.

Corollary 2. For order k < 8, there are at most 5 types of MDS cyclic matrices,
namely cyclic matrices whose first row has:

Type 0: k distinct entries;

Type 1: 1 pair of repeated entries;
Type 2: 2 pairs of repeated entries;
Type 3: 3 pairs of repeated entries;
Type 4: or 3 repeated entries.

5 Results on Lightest (Involutory) MDS Matrices

There are different ways to define lightweight/efficient. For instance in AES, the
diffusion matrix entries were chosen for its simplicity and low Hamming weight,
while [16, 14] defined efficiency by the number of 1’s in the matrix. In hardware
implementation, it is common to consider the area required and a simplified
metric is to count the number of XOR gates needed for implementation. In [16,
17,22], the authors evaluate the number of XOR gates needed to implement the
multiplication of the diffusion matrices. Detailed description of the XOR count
can be found in [16,17,22]. In this paper, we quantify the weight of a diffusion
matrix by the sum of XOR counts in its first row?.

In this section, we mainly focus on a special case of cyclic matrices, called left-
circulant matrices. First, we provide a strategy to search for MDS left-circulant
matrices by exploiting the properties of the matrices, including the permutation-
equivalence relationship. Then, we show that, though no circulant matrices are
IMDS, there are IMDS left-circulant matrices. We also provide a strategy to
search for such IMDS matrices. The experimental results show that all the light-
est MDS matrices and IMDS matrices can be confirmed for 3 < k < 8, by using
our strategies.

2 This is adapted from [17], in which the number of XOR counts of one row is given
by Zle ~vi + (£ — 1) - n, where ~; is the XOR count of the i-th entry and £ is the
number of nonzero coefficients in the row. Since the latter term is fixed for any MDS
matrix of order k over GF(2"), we are only interested in the sum of the XOR counts
of the coefficients in a row.
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5.1 Lightweight MDS left-circulant matrices
The definition of left-circulant matrices is given as follows.

Definition 9. A left-circulant matrixz L of order k is a matriz where each sub-
sequent row is a left rotation of the previous row. We denote the matriz as
l-circ(cg, €1, ..oy Ck—1), where ¢;’s are the entries of the first row of the matriz.
The (i, §)-entry of L can be expressed as Lli, j] = C(i1) mod k-

It is infeasible to exhaust all the possible MDS left-circulant matrices over
GF(28) for k = 8. Notice that the permutation-equivalence relationship (Lemma
1) of circulant matrices also applies to left-circulant matrices. Combining Corol-
lary 2 and permutation-equivalence relationship, we can exhaust all the possible
MDS left-circulant matrices over GF(2") with small XOR count for n < 8 and
k <8.

To efficiently determine whether a left-circulant matrix is MDS, we collect in
advance the symbolic expressions of all determinants of its submatrices, and use
them to compute the values of determinants. Once detecting that a determinant
has value 0, the matrix is confirmed to be not MDS; otherwise, it is MDS.
Using this method, the detection of MDS left-circulant matrices is speeded up
(by dozens of times for 5 < k < 8) since a lot of submatrices have the same
determinants in terms of symbolic expressions.

Table 3. Lightest MDS left-circulant matrices of order 3 < k < 8

[ k[ Polynomial | Left-circulant matrices [XOR count
GF(2%)
3 0x1c3 (0x1, 0x1, 0x2) 3
4 0x1c3 (0x1, 0x1, 0x2, 0x91) 8
5| Oxic3 | (OxI, Ox1, 0x2, 0x91, Ox2) 11
6 0x1c3 (0x1, 0x2, Oxel, 0x91, Ox1, 0x8) 18
7 0x1c3 (0x1, Ox1, 0x91, 0x2, Ox4, 0x2, 0x91) 21
8 0x1c3 (0x1, Ox1, 0x2, Oxel, 0x8, Oxe0, Ox1, 0xa9) 30
GF(2)
3 0x13 (0x1, 0x1, 0x2) 1
A] 0x13 | (Ox1, Ox, Ox9, Ox4) 3
5 0x13 (0x2, 0x2, 0x9, 0x1, 0x9) 4
6 0x13 (0x1, 0x1, 0x9, Oxc, 0x9, 0x3) 12

We show in Table 3 our experimental results on MDS left-circulant k£ x k
matrices over GF(2") with smallest XOR count for n = 4,8 and 3 < k < 8. All
the provided matrices are optimal among the MDS cyclic matrices in terms of
the metric as used in [17, 22]. We also exhaust all the left-circulant matrices over
GF(2%) for k = 7,8, and the results show that no such matrices are MDS. It was
also noted in [17] that there do not exist circulant 8 x 8 matrices over GF(2?).
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We list in Table 4 the lightest 8 x 8 MDS matrices for each type of left-
circulant matrices as well as the lightest ones under the two commonly used
irreducible polynomials, 0x11b and 0x11d, which are respectively adopted in AES
and WHIRLPOOL, and we compare them with the WHIRLPOOL matrix and the MDS
Hadamard matrix found in [22]. From this table, we can see that the lightest MDS
left-circulant matrices of all types except Type 0 (in which all the coefficients are
distinct) have XOR count smaller than the known best ones. For WHIRLPOOL, we
also provide an MDS left-circulant matrix which has smaller XOR count using
the same irreducible polynomial as in WHIRLPOOL.

Table 4. Comparison of 8 x 8 MDS matrices

l Type ‘ Polynomial ‘ Matrices ‘XOR count‘
4 0x1c3 (0x1, 0x1, 0x2, Oxel, 0x8, Oxe0, Ox1, Oxa9) 30
3 0x1c3 (0x1, Ox1, 0x91, 0x2, Ox4, 0x2, 0x12, 0x91) 32
2 0x1c3 (0x1, 0x1, Ox4, 0x2, 0xa9, 0x91, 0x2, 0x3) 33
1 0x1c3 (0x1, 0x1, 0x2, Oxe0, Ox6, Oxel, 0x91, Ox4) 35
0 0x1c3 (0x1, 0x2, 0x91, 0x8, Ox4, 0x6, Oxel, 0x3) 42
4 0x11b (0x1, Ox1, 0x2, Ox1, 0x74, 0x8d, 0x46, 0x4) 35
4 Ox11d (0x1, 0x1, 0x2, Ox8e, 0x47, 0x10, Ox1, 0x46) 34
4 Ox11d WHIRLPOOL 49
- 0x1c3 Hadamard [22] 40

We also compare in Table 5 our candidates with the previous lightweight
MDS matrices for n < 8. It shows that all our candidates have the minimum
XOR count, though some of them have the same XOR count as the known ones.

5.2 Lightweight IMDS left-circulant matrices

In this section, we first describe the involutory MDS left-circulant matrices and
then show our experimental results.

Before showing our main results, we provide some useful properties for left-
circulant matrices. It is known that the product of two circulant matrices is a
circulant matrix. For left-circulant matrices, a similar property can be obtained.
To simplify the presentation of the proofs, we omit “modulo £” from the indexes
but it is expected that modulo £ is applied when necessary.

Proposition 4. The product of two left-circulant matrices is a circulant matrix.
Proof. Let A = {-circ(ag, ay,...,aix—1) and B = ¢-circ(bg, by, ..., bp—1) be two left-
circulant matrices. Then the (i, j)-entry of their product is Zf;ol Ali,t]-Blt, j] =
Ei:ol Qiytbiyj = Zi:ol atbyy(j—iy, which completes the proof. O

It is shown in [14] that C2* = (Zigl ¢;)2'T and det(C) = (Zial ;)2 for

any 2 x 29 circulant matrix C' = circ(co, c1, ..., coa_q) over GF(2"). Thus we
have the following result for left-circulant matrices.
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Table 5. Comparison of MDS matrices of order k < 8

l k [ Polynomial [ Matrices [ Matrix form [XOR count

GF(2%)
4 0x1c3 [22] Hadamard 13
4 0x11d [17] serial/circulant 9
4 0x1c3 this paper | left-circulant 8
6 0x11b PHOTON Psss serial 23
6 0x1c3 this paper | left-circulant 18

GF(27)
4 0x13 [22] Hadamard 5
4 0x13 LED serial 4
4 0x13 [17] serial/circulant 3
4 0x13 this paper | left-circulant 3
5 0x13 PHOTON Pigo serial 4
5 0x13 this paper | left-circulant 4
6 0x13 PHOTON Pia4 serial 14
6 0x13 this paper | left-circulant 12

Proposition 5.

d+1 241
L? = (Zi:O

For 2¢ x 2% matriz L = {-circ(co, c1,

)T and det(L) = (X35t ¢)?"

ey Ca_q1) over GF(2"),

Proof. By the proof of Propostion 4, we know L? is a circulant matrix with

(i,7)-entry Zfial CtCp(j—iy, and thus (L2)2d = (
d
((Zfzgl ¢)2)2"I, which also implies det(L)

291
i=0

241
(im0 €

(2

d_ d
Zf:()lctct+i)2 I =
d
)%

a

Proposition 6. For matriz L = (-circ(co, ¢1, ..., cp—1) over GF(2™), L is invo-
lutory if and only if Zi:ol ¢i=1 and Zi:ol cicip; =0 forall1 < j < %]

Proof. Since the (i,j)-entry of L? is Zf;ol CtCiy(j—i), L is involutory if and only

N A |

if Y r g ce
k—1 k—1 k—1

the facts that ), cicip(j—i) = D4—g CtCi(i—j) and D, CCyy ke = 0 for even

k. O

=1 and Zfz_ol ciCit(j—iy = 0 for j # i. The proof is completed by

A left-circulant matrix is symmetric and thus an involutory left-circulant
matrix is orthogonal. It was shown in [14] that a circulant matrix is not IMDS
and an orthogonal circulant 2¢ x 2¢ matrix is not MDS. Similarly, we can prove
that an involutory (orthogonal) left-circulant 2¢ x 2¢ matrix is not MDS.

Theorem 4. If L is a 29 x 2¢ left-circulant matriz over GF(2"), then L is not
IMDS.

Proof. 1t is sufficient to prove that if L is involutory then L is not MD-

S. Assume that L = /{-circ(cp,c1, ...y Coa_q) is involutory. By Propostion 6,
d
it holds that Z?=610i0i+2t+1 = 0 for 0 < t < 292 — 1, and thus
24-1_1 2d-1_1 20721 ~2¢—1
( =0 CQt)(Zt:O 02t+1) = =0 Zi:o CiCi4+2t4+1 — 0. Note that
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L-circ(cg, Cay -vvy Coa_g) and f-circ(cq, e, ..., Coa_q1) are two submatrices of L.
Therefore, according to Proposition 5, at least one of the determinants of these
two submatrices equals 0, which shows L is not MDS. a

Our computations also show that there are no IMDS cyclic matrices for
k = 4,8. Nevertheless, there are IMDS left-circulant matrices for k = 3, 5,6, 7.

Next we explain how to search for IMDS left-circulant matrices. Notice that
an IMDS left-circulant matrix must satisfy the L%J equations mentioned in
Proposition 6. Theoretically, we can solve the equations and then check whether
the solutions satisfy the MDS property. However, it is unclear how to efficiently
solve the equations in a straightforward way. Solving the equations over GF(2")
using Grobner basis is very slow for n = 8 and is slow even for n = 4. To find the
solutions faster, we first guess the values of about L%j out of the k coeflicients,
then solve the equations. For n = 4, we guess all the possible values. For n = 8,
we only guess some of the lightest elements. Our experiments show that it is
sufficient to guess the lightest 9 elements to find the lightest IMDS left-circulant
matrix.

We can check by Lemma 1 and Proposition 6 that if a left-circulant matrix
is involutory then all its permutation-equivalent matrices are involutory. Thus
we can use permutation-equivalence relationship to reduce the search space. In
other words, once obtain an upper bound of the minimum XOR count, we can
exhaust all the possible IMDS left-circulant matrices less than the threshold,
and confirm the lightest one, as done for MDS left-circulant matrices.

We provide our results in Table 6. As shown in the table, there are no IMDS
left-circulant matrices over GF(2%) for k = 6. All the listed matrices have been
confirmed to achieve the smallest XOR count.

Table 6. Lightest IMDS left-circulant matrices of order 3 < k <7

l k ‘ Polynomial ‘ Matrices ‘XOR count

GF(2%)

3] 0x169 [ (0x5a, Oxa, 0x51) [ 30

4 N

5 0x165 (0x1, 0x2, Oxb3, Oxbb, Oxa) 46

6 0x165 (0x1, 0x1, Oxb3, 0x2c, 0x4, 0x9a) 46

7 0x165 (0x1, 0x2, Ox5c, 0xb2, Oxa4, 0x10, 0x58) 68

7 0x139 (0x1, 0x1, 0x8, 0x96, 0x21, 0x98, 0x26) 68
GF(2%)

3] oxif  [(0x2, Oxf, Oxc) | 12

4 N

5]  0x13  [(0x1, 0x2, 0x5, Ox4, 0x3) | 14

6 N
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6 Conclusion

In this paper, we have presented a series of theory on generalized circulant ma-
trices, so-called cyclic matrices, and also exploited the technique to successfully
find the lightest MDS and involutory MDS matrices among this class of matrices
with small orders. On one hand, cyclic matrices maintain the characteristics of
circulant matrices, such as compact and flexible implementations in hardware
and branch number in diffusion layer. On the other hand, they possess some
advantages that circulant matrices cannot provide, for instance, the existence
of involutory MDS matrices. The discovery of properties and constructions of
MDS cyclic matrices may provide practical significance as well as theory value.
Before this work, searching for the lightest MDS circulant matrices of order 8
are widely believed to be infeasible. Our results demonstrate an opposite view
on this—we make it feasible under a credible metric—despite no guarantee of
general case. As such, we can find the lightest MDS circulant matrices of order
8 which have less XOR count than the previously known ones in the literatures.
Specially for the hash function WHIRLPOOL, we also provide a better MDS matrix
which has smaller XOR, count under the same setting. Although it is proven that
IMDS left-circulant matrix of order 2¢ does not exist, we find IMDS matrices
for the other orders which forms a complement to the work in [22], where there
exist only IMDS Hadamard matrices of order 2¢. All in all, we have found new
lightweight MDS matrices that are flexible in hardware implementation and also
a complete set of lightweight IMDS matrices for order k < 8.
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