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Abstract. In this paper we highlight the benefits of using genus 2
curves in public-key cryptography. Compared to the standardized genus 1
curves, or elliptic curves, arithmetic on genus 2 curves is typically more
involved but allows us to work with moduli of half the size. We give a
taxonomy of the best known techniques to realize genus 2 based cryp-
tography, which includes fast formulas on the Kummer surface and effi-
cient 4-dimensional GLV decompositions. By studying different modular
arithmetic approaches on these curves, we present a range of genus 2 im-
plementations. On a single core of an Intel Core 17-3520M (Ivy Bridge),
our implementation on the Kummer surface breaks the 120 thousand cy-
cle barrier which sets a new software speed record at the 128-bit security
level for constant-time scalar multiplications compared to all previous
genus 1 and genus 2 implementations.

1 Introduction

Since its invention in the 1980’s, elliptic curve cryptography [36, 42] has become a
popular and standardized approach to instantiate public-key cryptography. The
use of elliptic curves, or genus 1 curves, has been well studied and consequently
all of the speed records for fast curve-based cryptography are for elliptic curves
(cf. the ECRYPT online benchmarking tool eBACS [8]). Jacobians of hyperel-
liptic curves of high genus have also been considered for cryptographic purposes,
but for large genus there are “faster-than-generic" attacks on the discrete loga-
rithm problem [2,24, 20, 18]. Such attacks are not known, however, for genus 2
curves. In [26], Gaudry showed that scalar multiplication on the Kummer surface
associated with the Jacobian of a genus 2 curve can be more efficient than scalar
multiplication on the Jacobian itself. Thus, it was proposed (cf. [5]) that hyper-
elliptic curve cryptography in genus 2 has the potential to be competitive with
its genus 1 elliptic curve cryptography counterpart. One significant hurdle for
genus 2 cryptography to overcome is the difficulty of generating secure genus 2
curves: that is, such that the Jacobian has a large prime or almost prime group
order. In particular, for fast cryptographic implementations it is advantageous
to work over special prime fields, where the underlying field arithmetic is fast,
and to generate curves over those fields with suitable group orders. A major
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catalyst for this work is that genus 2 point counting methods and complex mul-
tiplication (CM) methods for constructing genus 2 curves with a known group
order have become more practical. Hence, the time is ripe to give a taxonomy
and a cross-comparison of all of the best known techniques for genus 2 curves
over prime fields. The focus on prime fields is motivated by the recommendations
made by the United States’ National Security Agency Suite B of Cryptographic
Protocols [46].

In this paper we set new performance speed records at the 128-bit security
level using genus 2 hyperelliptic curves. For instance, using the Kummer surface
given by Gaudry and Schost [29], we present the fastest curve based scalar mul-
tiplication over prime fields to date — this improves on the recent prime field
record for elliptic curves from Longa and Sica which was presented at Asiacrypt
2012 [40]. As an additional bonus, our implementations on the Kummer surface
inherently run in constant-time, which is one of the major steps towards achiev-
ing a side-channel resistant implementation [37]. Thus, we present the fastest
constant-time software for curve based cryptography compared to all prior im-
plementations.

Another advantage for genus 2 curves is that the endomorphism ring is larger
than for genus 1 curves, so higher dimensional scalar decomposition is possible
without passing to an extension field [23,22]. For prime fields we implement
4-dimensional GLV decompositions on Buhler-Koblitz (BK) curves [14] and on
Furukawa-Kawazoe-Takahashi (FKT) curves [21], both of which are faster than
all prior e BACS-documented implementations. To optimize overall performance,
we present implementations based on two different methods that allow fast mod-
ular arithmetic: one based on the special form of the prime using “NIST-like”
reduction [52] and another based on the special form of the prime when using
Montgomery multiplication [43].

In addition, we put forward a multi-faceted case for (a special class of)
Buhler-Koblitz curves of the form y? = z® 4+ b. The curves we propose are
particularly flexible in applications because they facilitate both a Kummer sur-
face implementation and a GLV decomposition. Thus, a simple Diffie-Hellman
style key exchange can be instantiated using the fast formulas on the Kummer
surface, but if a more complicated protocol requires further group operations,
one has the option to instead exploit a 4-dimensional GLV implementation using
the same curve.

We refer to the full-version of this paper [10] for the specifications of all
curves used and more detailed information.

2 Preliminaries

In this section we recall some basic facts and notation concerning genus 2 curves
and briefly review the main techniques used to compute scalar multiplications.

Genus-2 Curves. A hyperelliptic genus 2 curve over a field of odd characteristic
K can be defined by an affine model C': y? = f(x), where f(z) has degree 5 or
6 and has no double roots. We call C a real hyperelliptic curve if the degree of



f is 6, and if such an f(z) has a rational root in K, then we can birationally
transform the curve so that f has degree 5 instead, in which case we say C' is
an imaginary hyperelliptic curve. Arithmetic is currently slightly faster in the
imaginary case.

Unlike genus 1 elliptic curves, in genus 2, the points on the curve do not
form a group. Roughly speaking, unordered pairs of points on the curve form a
group, where the group operation adds two pairs of points by passing a cubic
through the four points, finding the other two points of intersection with the
curve, and then reflecting them over the z-axis. More formally, we denote this
group by Jac(C'), the Jacobian of C, which consists of degree zero divisors on
the curve modulo principal divisors. Throughout this paper we use the Mumford
representation of general divisors D = (22 4ujz+ug, y—(viz+vp)) € Jac(C), and
instead write D = (uq,ug,v1,v0). This avoids confusion when x and y are used
as two of the Kummer coordinates in Section 5. When working in homogeneous
projective space, we write such divisors as D = (Uy : Up : V4 : Vp : Z), where
w; = U;/Z and v; = V;/Z for i € {0,1} and Z # 0.

Scalar Multiplication. There are many different ways to compute the scalar
multiplication. Most approaches, like the double-and-add algorithm, are based
on addition chains [50] and a typical optimization to lower the number of point
additions is using windows [12] of a certain width w > 1. Given the input point P,
we compute a lookup table consisting of the multiples [¢] P such that 0 < ¢ < 2%,
and perform a point addition once every w bits (instead of at most once per bit).
After adding a precomputed multiple, we can “slide” to the next set-bit in the
binary representation of the scalar; such sliding windows [55] lower the number
of point additions required and halve the size of the lookup table since only
the odd multiples of P are required. When computing the negation of a group
element is inexpensive, which is the case for both elliptic and genus 2 curves, we
can either add or subtract the precomputed point?, reducing the total number of
group operations even further; this is called the signed windows approach [45].
See [7] for a summary of these techniques.

Adding an affine point to a projective point to obtain another projective
point, often referred to as mixed addition, is usually faster than adding two
projective points. In order to use these faster formulas, a common approach is to
convert the precomputed projective points into their affine form. This requires an
inversion for each point in the table. Using Montgomery’s simultaneous inversion
method [44], I independent inversions can be replaced by 3(I—1) multiplications
and a single inversion, which is typically much faster.

3 Fast Modular Arithmetic using Special Primes

When performing arithmetic modulo a prime p in practice, it is common to use
primes of a special form since this may allow fast reduction. For instance, in

3 The term ‘point’ becomes ‘divisor’ in the case of hyperelliptic curves, but remains
as ‘point’ for Kummer surface arithmetic in Section 5.



the FIPS 186-3 standard [56], NIST recommends the use of five prime fields
when using the elliptic curve digital signature algorithm (but see also [4]). Such
special primes have been studied from both a theoretical and practical point of
view. A study of a software implementation of the NIST-recommended elliptic
curves over prime fields on the x86 architecture is given by Brown et al. [13], and
in [9] a comparison is made between the performance when using Montgomery
multiplication [43] and specialized multiplication using the NIST primes. In this
section we describe two different approaches to obtain fast modular arithmetic.
We use the prime pio71 = 2'27 — 1 to illustrate both methods, since this prime
is used in some of our implementations (cf. Section 4 and Section 5).

Generalized Mersenne Primes. Primes that enable fast reduction techniques
are usually of the form 2% 44, where s,§ € Z™, and § < 2%. The constant § is also
small compared to the word-size of the target architecture, which is typically 32
or 64 bits. Another popular choice is using a generalized Mersenne prime of the
form 2° + 3, ¢4, where S is a set of integers +27 such that [27| < 2° and the
cardinality of S is small. For example, fast reduction modulo p = 2° — § can be
done as follows. For integers 0 < a, b, cp, ¢, 6 < 2°, writec=a-b=cp-2°+¢cp =
cet0c, (mod 2°—¢) where 0 < ¢cp+dcp, < (0+1)2°. At the cost of a multiplication
by § (which might be a shift depending on the form of §) and an addition,
compute ¢ = ¢ (mod p) where ¢’ is (much) smaller than ¢, depending on the
size of 6. This is the basic idea behind Solinas’ reduction scheme [52], which is
used to implement fast arithmetic modulo the NIST primes [56]. We refer to
this type of reduction as NIST-like reduction. When computing a - b mod p1271
with 0 < a,b < pi271, one can first compute the multiplication ¢ = a - b =
c1-2'28 + ¢g, where 0 < ¢;, ¢ < 2128, A first reduction step can be computed as
¢ = (co mod 2'27) + 2 - ¢1 + |0 /2'%7| = ¢ (mod p1a71) such that 0 < ¢ < 2128,
One can then reduce ¢’ further using conditional subtractions. Modular reduction
in the case of p1271 can therefore be computed without using any multiplications.

Montgomery-Friendly Primes. Montgomery multiplication [43] involves trans-
forming each of the operands into their Montgomery representations and replac-
ing the conventional modular multiplications by Montgomery multiplications.
One of the advantages of this method is that the computational complexity is
usually better than the classical method by a constant factor.

Let 7 = 2° be the radix of the system and b > 2 be the bit-length of a word.
Let p be an n-word odd prime such that »»~1 < p < ", and suppose we have an
integer 0 < X < p. The Montgomery radix R = r™ is a fixed integer such that
ged(R, p) = 1. The Montgomery residue of X is defined as X = X -R mod p. The
Montgomery product of two integers is defined as M()~(, 17) =X-Y-R~ ! mod D.
Practical instances of Montgomery multiplication use the precomputed value p =
—p~ Y mod r. The interleaved Montgomery multiplication algorithm, in which
multiplication and reduction are combined, computes C = M (A, B) for 0 <
A B<p. Let A= Z:l:_ol a; - ', where 0 < a; < r, and start with C' = 0. For all
1 € Z such that 0 < i < n, the result C is updated as

C+« C+a B, C%(C’wL((u'C)modr)p)/r.



The division by r can be implemented by a shift since the precomputed value
p ensures that the least significant digit (b bits) of (C' + ((¢ - C) mod r) - p)
is zero. It can be shown that the final Montgomery product C' is bounded as
0 < C < 2-p, and therefore a final conditional subtraction is needed when com-
plete reduction is required. In order to avoid handling additional carries in the
Montgomery multiplication, which requires more instructions, our implementa-
tions prefer 127-bit moduli over 128-bit moduli. In [39] it is noticed that fixing
part of the modulus can have advantages for Montgomery multiplication. For
instance, the precomputation of y can be avoided when —p~! = 41 (mod r),
which also avoids computing a multiplication by u for every iteration inside the
Montgomery multiplication routine. This technique has been suggested in [35, 1,
31] as well. When p is small, e.g. ;n = £1, one could lower the cost of the multi-
plication of p with (u-¢p) mod r by choosing the n— 1 most significant words of p
in a similar fashion as for the generalized Mersenne primes: |p/2°| = 2°4) gt

Consider the prime pi271 on 64-bit architectures: r = 264 and we have w=
—pf2171 mod 264 = 1, so that the multiplication by p can be avoided. Write
C = co-228 4 ¢ 204 4 ¢y with 0 < ¢9,¢1,¢0 < 204 Due to the shape of
the most-significant word of pia7; = (263 — 1) - 264 + (264 — 1), the result of
M can be obtained using only two shift and two 64-bit addition
instructions by computing cp-254+cq-2534-¢;. Similar to the NIST-like reduction,
Montgomery reduction in the setting of p1a71 can be computed without using
any multiplications.

Modular Inversion. When using the regular representation of integers, one
can either use the (binary) extended GCD algorithm to compute the modular
inversion or use the special form of the modulus to compute the inverse by using
modular exponentiations. For instance, in the case of pi271, one can exploit the
congruence a2 = g1 (mod p1271). The situation when working in Mont-
gomery form is slightly different. Given the Montgomery form @ = a2 mod p
of an integer a, we want to compute the Montgomery inverse g~ 122" = q~12t»
(mod p). This would require a classical inversion and modular multiplication,
however we found that the approach presented in [11] (which uses the binary
version of the Euclidean algorithm from [33]) is faster in practice. The first
step of this approach computes a value a~'2¥ = a=12¥=%" (mod p), for some
0 < k < 2bn. This value is then corrected via a Montgomery multiplication
with 23—k This last multiplication typically requires a lookup table with the
different precomputed values 23" % mod p. In the case of p = 2127 — 1, one can
avoid this lookup table since 2¢ mod 2127 — 1 = 2t med 127,

Modular Addition/Subtraction. Let 0 < a,b < 2¥ — c. We compute (a +
b) mod (2* — ¢) as ((((a+¢)+b) mod 2F) —c-(1—carry((a+c)+b,2%))) mod 2*.
The carry function carry(x,y) returns either zero or one if x < y or x > y
respectively. The output is correct and bounded by 2* — ¢, since if a +b+c¢ < 2F,
then a+b < 2% —c, while if a+b+c > 2%, then (a+b+c) mod 2F = a+b— (2% —c) <
2F — c. Note that since a + ¢ < 2, the addition requires no carry propagation.
Furthermore, c¢ is multiplied with either one or zero such that this multiplication
amounts to data movement.



The modular subtraction (a — b) mod (2* — ¢) is performed by computing
(((a — b) mod 2%) — ¢ - borrow(a — b)) mod 2*. Analogous to the carry function,
the borrow function borrow(z) returns zero or one if x > 0 or « < 0 respectively.
Ifa<b, then0 < (a—b)mod2¥ —c=a—-b+ (2" —¢c) < 2¥ — ¢, and if a > b,
then 0 < a —b < 2F — ¢. In some scenarios one can compute additions as
(((a 4+ b) mod 2%) + ¢ - carry((a + b),2*)) mod 2¥, but we note that here the
output may not be completely reduced and can be > 2% — c.

4 “Generic” Genus-2 Curves and their Arithmetic

To give a concrete idea of the advantage gained when working on the Kummer
surface or when exploiting GLV endomorphisms, we also consider the generic
scenario that employs neither technique. We make use of the fast formulas for
arithmetic on imaginary quadratic curves from [17]|, which employ homogeneous
projective coordinates, and focus on reducing the total number of multiplications
in projective point doublings, point additions and mixed additions.*

We assume that our curves are of the form C : y? = 2° + fy23 + fox? + fiz +
fo, and count multiplications by the f; as full multiplications, unless they are
zero.® Letting m, s and a be the cost of F,-multiplications, F,-squarings and
F,-additions or subtractions respectively, we summarize the modified counts as
follows. For D = (Uy: Up: Vi: Vo Z), one can compute [2]D in 34m + 6s + 34a.
For the special GLV curves in Section 6, which have fo = f3 = 0, the projective
doubling can be computed using 32m + 6s + 32a. For D = (Uy: Uy: Vi: Vi Z)
and D' = (Uy: U}: V{: Vi: Z'), one can compute the projective addition D+ D’
in 44m + 4s + 29a. For the mixed addition between the projective point D =
(Uy: Up: Vi: Vg Z) and the affine point D’ = (uf : uy: v} : v})), one can compute
the projective result D + D’ in 37m + 5s + 29a. Full and mixed additions cost
the same on the special GLV curves. Given these operation counts, our “generic”
implementations performed fastest when using 4-bit signed sliding windows (see
Section 2).

5 The Kummer Surface

Gaudry [26] built on earlier observations by Chudnovsky and Chudnovsky [15] to
show that scalar multiplication in genus 2 can be greatly accelerated by working
on the Kummer surface associated to a Jacobian, rather than on the Jacobian
itself. Although the Kummer surface is not technically a group, it is close enough
to a group to be able to define scalar multiplications on it, and is therefore an
attractive setting for Diffie-Hellman like protocols that do not require any further
group operations [51].

* Note that the formulas to compute the projective doubling from [17] can be sped up
since the first multiplication to compute UU is redundant.

5 Over prime fields it is standard to zero the coefficient of the z* term via an appro-
priate substitution.



The Squares-only Kummer Routine. The Kummer surface that was origi-
nally proposed for cryptography in [26] is a surface whose constants are parame-
terized by the four fundamental Theta constants (91(0),92(0),93(0),94(0)), and
whose coordinates come from the four fundamental Theta functions (91(z), V2(z),
¥3(2z),%4(2)), all of which are values of the classical genus 2 Riemann Theta func-
tion. Bernstein [5] pointed out that one can work entirely with the squares of the
fundamental Theta constants without any loss of efficiency. This provides more
flexibility when transforming a given genus 2 curve into an associated Kummer
surface, and makes it easier to control the size of squared fundamental Theta
constants, for which small values can give worthwhile speedups.

Cosset [16] formally presented the “squares-only” setting, in which the Kum-
mer surface K is completely defined by the squared fundamentals (a?,b%, %, d?) =
(91(0)%,92(0)%,95(0)*,94(0)?) as

K: FEayst=((2* +y* + 22 +t?) — F(at +y2) — G(zz + yt) — H(zy + 2t))?,

ABCD
2,272 2 2 _
where E' =4FE%a*b*c*d*, E = (P P (23— P — 2
a* — vt — 4t at — vt 4+t —d* at +bt—ct—at
F= a2d? — p2cz T2 2@z T2 2z

11 1 1 a?
11 —-1-1 b2

T l1-11 -1 Al (1)
1-1-11 d?

TQmx o

We write (z: y: z: t) = (91(2)?: 92(2)%: 93(2)?: 94(z)?) for the coordinates of
a projective point on K.
Extracting the Squared Kummer Surface Parameters. In [26] Gaudry

showed the relationship between the Kummer surface and the isomorphic Rosen-
hain model of the genus 2 curve C, given as

Crost y* = a(z = 1)(z = N)(z — p)(z —v), (2)

where the Rosenhain invariants A, p and v are linked to the squared fundamentals
by
N a?c?  *(AB+CD) L a*(AB + CD)
“wa ' T @AB-cD) VT »(AB-CD)’

with A, B,C, D as in (1). Since the three Rosenhain invariants are functions of
the four squared fundamentals, there is a degree of freedom when inverting the
equations to compute (a?,b?,c?,d?) from (\, u,v). Thus, we can set d* = 1 [27]
and compute the other squared fundamentals as

2 M s pp—1)(A-v) azzzczﬁ
¢ _\/j’ b Vv - —p)’ b uw

Given a hyperelliptic curve C of genus 2, there are up to 120 unique Rosenhain
triples A, u, v that give an isomorphic representation Cros = C over the algebraic




closure [25, §2.2]. So for a given curve with rational 2-torsion, we can expect that
there may be at least one Rosenhain triple for which the square roots above lie
in the same field as A\, p and v, such that the Kummer surface is also defined
over the same field (but see Section 8). If the 2-torsion is rational, then 16 must
divide the cardinality of Jac(C') [26].

Twist Security. There is an additional security consideration when working on
the Kummer surface because a random point on K can map to either the curve
CRros = C or its twist C = C' |26, §5.2|. As long as the public generator P € K
is chosen so that it maps back to Jac(CRros), then any honest party participating
in a Diffie-Hellman style protocol computes with multiples of P that also map
back to Jac(CRros). However, an attacker could feed a party another point P’ € K
that (unbeknownst to the party) maps back to Cf., and on return of [s]P’,
attack the discrete logarithm problem on the twist instead. It is undesirable to
include a check of which curve the Kummer points map to, because the maps
are overly involved (see [10, §5]). The best solution is to compute curves where
both Jac(C') and Jac(C’) have large prime order subgroups. Such curves and
their associated Kummer surfaces are called twist-secure [29, 28].

Implementation Details and Side-channel Resistance. When computing
the scalar multiplication on a Kummer surface, the combined double and pseudo-
addition routine is called for every bit in the scalar, except the first one. The main
branch, i.e. checking if the bit is set (or not), can be converted into straight-line
code by masking (pointers to) the in- and output. Since no lookup tables are used,
and all modern cache sizes are large enough to hold the intermediate values when
using 128-bit arithmetic, the algorithm (and runtime) becomes independent of
input almost for free. The only input-dependent value is the scalar n whose bit-
size can differ, meaning that the total runtime could potentially leak the value of
the most significant bits. In order to make the implementation run in constant
time, we can either increase the scalar via addition of the subgroup order, or we
can artificially increase the running time by computing on dummy values such
that we compute the combined doubling and pseudo-addition a fixed number of
times.

6 GLV in Genus-2

The Gallant-Lambert-Vanstone (GLV) method [23] significantly speeds up scalar
multiplication on algebraic curves that admit an efficiently computable endomor-
phism ¢ of degree d > 1, by decomposing the scalar k into d “mini-scalars”, all of
which have bit-lengths that are approximately 1/d that of k. The d scalar multi-
plications corresponding to each of these mini-scalars can then be computed as
one multi-scalar multiplication of length =~ log, (k)/d, which effectively reduces
the number of required doublings by a factor of d.

Endomorphisms. In general, algebraic curves over prime fields do not come
equipped with a useful endomorphism ¢, which means we have to use special
curves to take advantage of the GLV method. For genus 1 elliptic curves, Gallant



et al. suggested the curves y? = 2% + b and y? = 2> + ax, which both allow a
2-dimensional decompositions over prime fields. On the other hand, the genus 2
analogues of these curves, Buhler-Koblitz (BK) curves of the form y? = x5+b [14]
and Furukawa-Kawazoe-Takahashi (FKT) curves of the form y? = 2% + az [21],
have ¢’s whose minimal polynomials are of degree 4, which means that we can
achieve 4-dimensional scalar decompositions on genus 2 curves over prime fields.
Besides the two families above that offer 4-dimensional GLV decompositions,
families of genus 2 curves with real multiplication (RM) facilitate 2-dimensional
scalar decompositions [38,28]. To give an idea of the expected performance in
such scenarios, we also present timings for a 2-dimensional GLV decomposition
on FKT curves.

Scalar decomposition via division. At Eurocrypt 2002, Park, Jeong and
Lim [48] gave an algorithm for performing GLV decomposition via division in
the ring Z[¢] generated by ¢. This algorithm is very simple and effective in de-
composing the scalar k quickly: in 4-dimensional cases (BK and FKT) it takes
20 multiplications to fully decompose k, and in the 2-dimensional case the de-
composition totals just 6 multiplications. For the curves we used, this algorithm
performed slightly better on average than the (conservative) numbers quoted
in [48, Table 4].

Computing the scalar multiplication. We describe two approaches to imple-
ment the scalar multiplication. The d-dimensional decomposition of the scalar
k results in d smaller scalars kg, for 0 < ¢ < d. The first approach precomputes
the 2¢ different points L; = ‘Z;é (LQ%;J mod 2) . P, for 0 < i < 2% and stores
them in a lookup table. When processing the j** bit of the scalar, the precom-
puted multiple L; is added, for i = Z;ol 2! (Lg—;’J mod 2). Hence, besides the
minor bit-fiddling overhead to construct the lookup table index, this requires
computing at most a single curve addition and a single curve doubling per bit
of the maximum of the k;’s. The second approach [22] is very similar to using
signed windows for a single scalar (see Section 2). We start by precomputing the
multiples Ly(c) = [¢] P, for d different tables: one corresponding to each scalar
k¢. When computing the scalar multiplication, the j*" part (of width w bits) in
the scalar ky determines which point needs to be added (or subtracted), namely

?;3 +L, (L;T@J mod 2w), where the addition or subtraction depends on the
addition-subtraction chain used. Thus, an addition to the running value has to
be made only once every w bits and combining the lookup table values takes at
most d — 1 additions, so one needs at most d additions per w bits. The optimal
value for w depends on the dimension d, the bit-size of k; and the cost of (mixed)
additions and doublings. There are multiple ways to save computations in this
latter approach. After computing the multiples in the first lookup table L, the
values for the d — 1 other tables can be computed by applying the map ¢ to the
individual point in the lookup table [22]. Since the computation of the map ¢
only takes three or four multiplications (depending on the curve used), this is a
significant saving compared to computing the group operation which is an order
of magnitude slower. Furthermore, since the endomorphism costs the same in
affine or projective space, one can convert the points in Ly to affine coordinates



Table 1. Performance timings in 102 cycles of various programs calculating a [log,(r)]-
bit scalar multiplication, using genus g arithmetic. The curve characteristics, such as the
prime p, the cardinality r, the size of the automorphism group #Aut, and the security

level s = log,( ), are stated as well. Here p; = 2256 — 2224 4 9192 4 996 4

V 2¢;rArut
and ps = 2% . (25% — 27443) + 1. If an implementation runs in constant-time (CT), we
indicate this with ‘v, if not with ‘X’ and if unknown with ‘7.

Primitive g CT field char p  [log,(r)] F#Aut s 10® cycles
curve25519 [4, 6] 1 v 2755 _ 19 253 2 1258 182
ecfp256e [32] 1 X 220 587 255 2 1268 227
Longa-Sica 2-GLV [40] 1 X 226 11733 256 6  127.0 145
surf127eps [30] 2 v 21735 251 2 1248 236
NISTp-224 (56, 34] 1 v 222 2% 41 224 2 1118 302
NISTp-256 [56] 1 7 P1 256 2 1278 658
(a) generic127 2 X 2127 —1 254 2 1268 295
(b) genericl27 2 X 2127 1 254 2 1268 248
(b) generic128 2 X 2128173 257 2 1278 364
(a) Kummer 2 Vv 2127 1 251 2 1248 139
(b) Kummer 2 Vv 2127 1 251 2 1248 117
(b) Kummer 2 v 2% _937 253 2 1258 166
(a) GLV-4-BK 2 X P2 254 10 125.7 156
(a) GLV-4-FKT 2 X P2 253 8 1253 156
(a) GLV-2-FKT 2 X P2 253 8 1253 220
(b) GLV-4-BK 2 X 218 _ 24935 256 10 126.7 164
(b) GLV-4-FKT 2 X 218 24935 255 8 1263 167
(b) GLV-2-FKT 2 X 2128 924935 255 8 1263 261

using Montgomery’s simultaneous inversion method (see Section 2), and obtain
all of the affine points in the other lookup tables very efficiently through the
application of ¢. This means the faster mixed addition formulas can be applied
when adding any element in a lookup table. In our implementations, the first
approach is faster in the 4-dimensional case and the second approach is faster in
the 2-dimensional case.

7 Results and Discussion

In this section we present our performance results and compare them with the
current state-of-the-art.

Benchmark setting and code. All of the implementations in Table 1 were
run on an Intel Core i7-3520M (Ivy Bridge) processor at 2893.484 MHz with
hyperthreading turned off and over-clocking (“turbo boost”) disabled. The im-
plementations labeled (a) use the Montgomery-friendly primes. They have been
compiled using Microsoft Visual Studio 2012 and run on 64-bit Windows, where
the timings are obtained using the time stamp counter instruction rdtsc over
several thousand scalar multiplications. The implementations labeled (b) use



the NIST-like approach and have been compiled with gcc 4.6.3 to run on 64-bit
Linux, where the timings are obtained using the SUPERCOP toolkit for mea-
suring the performance of cryptographic software (see [8]). The implementations
labeled (b) are made publicly available through [§]. Both (a) and (b) perform a
final modular inversion to ensure that the output point is in affine form: this is
the standard setting when computing a Diffie-Hellman key-exchange.

Results. Table 1 summarizes the performance and characteristics of various
genus g curve implementations. For the security estimate we assume that the
fastest attacks possible are the “generic algorithms”, where we specifically use
the complexity of the Pollard rho [49] algorithm that exploits additional au-
tomorphisms [19,58]. If r is the largest prime factor of a group with #Aut

automorphisms, we compute the security level s as s = log,(, /%). We also

indicate if the implementation runs in constant time, an important step towards
achieving side channel resistance [37].

The implementations in the top part of the table are obtained from eBACS,
except for [56] and [40]. The standardized NIST curves [56], one of which is at
a lower security level, are both obtained from the benchmark program included
in OpenSSL 1.0.1.° The implementation from [40] is not publicly available, but
the authors gave us a precompiled binary which reported its own cycle count
so that we could report numbers obtained in our test-environment. All of these
implementations were run on our hardware.

Discussion. The first thing to observe from Table 1 is that the standard NISTp-
256 curve and the genus 2 curve “generic128” (see Section 4) offer the highest
level of security. This “generic” genus 2 implementation is our slowest performing
implementation, yet is it still 1.80 times faster than the NIST curve at the same
security level. Interestingly, all our Kummer and 4-dimensional GLV implemen-
tations manage to outperform the previous fastest genus 2 implementation [30].
Prior to this work, the fastest curve arithmetic reported on eBACS was due to
Bernstein [4], whilst Longa and Sica [40] held the overall software speed record
over prime fields. We note that the former implementation runs in constant time,
while the latter does not. Even though our GLV implementations do not cur-
rently run in constant time, we note that they can be transformed into constant
time implementations following, for instance, the techniques from [40]. Our ap-
proach (b) on the Kummer surface sets a new software speed record by breaking
the 120k cycle barrier for constant time implementations at the 128-bit security
level.

We note that Table 1 reports implementations over prime fields only. For
elliptic curves defined over quadratic extensions of large prime fields, Longa and
Sica [40] report a non-constant time scalar multiplication in 91,000 cycles on
the Sandy Bridge architecture, while their constant time version runs in 137,000
cycles. Over binary fields, Aranha et al. [3] perform a scalar multiplication on the
Koblitz curve K-283 in 99,000 cycles on Sandy Bridge, while Oliveira et al. [47]

5 Note, to enable this implementation, using the techniques described in [34], OpenSSL
needs to be configured using “./Configure enable-ec_nistp 64 gcc 128",



recently announced a new speed record of 75,000 cycles on the same architecture.
We note that both of these binary field implementations do not run in constant
time.

With respect to the different arithmetic approaches from Section 3, we con-
clude that when using the prime 2'27 — 1, the NIST-like approach is the way
to go. In the more general comparison of 2128 — ¢; versus 264 . (263 — ¢5) £ 1
for NIST-like and Montgomery-friendly primes respectively, we found that the
Montgomery-friendly primes outperform the former in practice. This was a sur-
prising outcome and we hope that implementers of cryptographic schemes will
consider this family of primes as well. The implementations (b) of “generic” and
Kummer highlight the practical advantage of the prime 2'27 — 1 over the prime
2128 _ ¢, in both instances the former is around 1.4 times faster than the latter.

8 Kummer Chameleons

In this section we explore curves that facilitate both efficient scalar multiplica-
tions on the Kummer surface and efficient scalar multiplications on the Jacobian
using a GLV decomposition. Such curves give cryptographers the option of tak-
ing either route depending on the protocol at hand: for Diffie-Hellman protocols,
working on the associated Kummer surface is the most efficient option, but if
the pseudo-addition law on the Kummer surface is insufficient, the GLV method
can be used on an associated curve. Since these curves can morph depending on
the scenario, we call them Kummer chameleons.

We primarily focus on the two families that facilitate 4-dimensional GLV
decompositions. We start with the FKT family of curves to show an unfortunate
drawback which prohibits us from using this Kummer/GLV duality over prime
fields. We then move to the BK family of curves which does allow this duality
in practice. For these special families, we also show the benefits of computing
the Kummer surface parameters analytically (i.e. over C). This approach tells us
when we can (or cannot) expect to find practical Kummer parameters using the
technique of extracting IC from CRes in Section 5. It can additionally reveal when
we are likely to find small surface constants, which guarantees solid speedups in
practice. For an overview of computations involving the analytic Jacobian of a
hyperelliptic curve, we refer to [57].

Recognising Kummer parameters over C. We use an analytic approach to
assist us in generating Kummer surfaces which are associated to a particular CM
field. For each CM field, there is a collection of period matrices which correspond
to the isomorphism classes of Jacobians of genus 2 curves with CM by that field,
and thus with known possible group orders (see [57]). The theta functions can be
evaluated at these period matrices, and approximations of the complex values of
quotients of the associated theta constants can be used to recognize the minimal
polynomials that they satisfy.

Although it can be difficult to analytically recognize the theta constants
themselves, for special families it is often possible to recognize quotients of certain
theta constants. In Tables 2 and 3, we give the minimal polynomials satisfied



Table 2. Kummer parameters (and their minimal polynomials) over C for the FKT
family.

/7

K param. E F, G, H |yo,to 20 Y6, to 20

Value € C| 17 + 31 B+i/2 | 1 1—i 3+ 4i 34

Min. poly.[z? — 34z + 1250(22% — 6z + 5|x — 1[2® — 2z + 2[2? — 62 + 25|27 + 62 + 25

by all of the parameters required for the Kummer surface implementation for
the FKT and BK families: the values E’, F, G, H which define the surface (see
Section 5), and the constants yo, 2o, to, ¥4, 24 and ¢, which are needed in the
doubling and pseudo-addition operations (see [10, §5]). The coefficients of these
minimal polynomials can be reduced modulo any prime p, so for any p for which
the polynomials have a consistent choice of roots modulo p, they can be used to
define a Kummer surface over F,, such that the associated group order of Jac(C)
is known (from the CM field).

The Kummer surface of FKT curves. For curves of the form y? = z° + az,
the complex values (and corresponding minimal polynomials) of the required
Kummer parameters are given in Table 2. We note that once we choose i = /—1
by sufficiently extending I, (if necessary), all of the required constants are de-
termined. Observe that two of the six surface constants are 1, which immediately
results in two fewer multiplications (see [10, §5]).

Mapping points from the Kummer surface to the associated Jacobian(s) ac-
tually takes points on K to divisors on Jac(Cres) or Jac(Ch,s), where Cros :
y? = z(x — 1)(x — \)(z — p)(x — v), and for which we can also recognize the
Rosenhain invariants in C as A = (i + 1)/2, p = i and v = ¢ + 1. Now, if
p =1 (mod 4), then i = /=1 € F, and the Rosenhain model defined by those
values is defined over F,. The curve C' : y*> = 2z° + ax can be rewritten as
y? = 2(z —a)(z +a)(z — ai)(x + ai), where « is a non-trivial fourth root of —a.
Clearly C' and Cres can only be isomorphic over F,, if o € IFp,, which implies that
Jac(C) is isogenous over F), to the product of two elliptic curves [21, Lemma
4]. Thus C is not suitable for cryptographic applications in this case, since the
group order of Jac(C') is a product of factors of at most half the size of the total.
If instead p = 3 (mod 4), then ¢ € Fj2\F,, and from Table 2 it follows that the
Kummer surface is defined over [Fj2, which destroys the arithmetic efficiency of
the group law algorithms. Therefore, we conclude that the FKT family does not
yield a secure and efficient Kummer surface over prime fields.

The Kummer surface of BK curves. For curves of the form y? = z° +
b, the minimal polynomials for the required Kummer parameters are given in
Table 3. Since these polynomials have degree larger than two, writing down the
correct root corresponding to each Kummer parameter becomes more involved.
Furthermore, these polynomials tell us that we can not expect any Kummer
constants to automatically be small. Nevertheless, they do help us deduce when
it is possible to find practical Kummer parameters. For example, ty is a root
of @5(—x?), which does not have any roots in F, when p = 11 (mod 20), yet



Table 3. Kummer parameters (and their minimal polynomials) over C for the Buhler-
Koblitz family.

Kummer parameter Minimal polynomial
E, F 27 — 207 — 400, 2¥ — 112° + 462" — 9627 + 121
G, H 28 —112% + 462 — 9622 + 121, 22 + 2 — 1
Yo, 20 42 —r 41,25 —4a® 62 F ¥+ 1
to, Y6 2 —ab + a2t — 22+ 1, 2T — 162 + 4627 — 162 + 1
20, th 2525 — 100z” 4 4602° + 5802° + 286zt + 362° — 427 — 4z + 1

splits into linear factors when p =1 (mod 20). In fact, all of the polynomials in
Table 3 split into linear factors in F,, for p = 1 (mod 20); this agrees with our
experiments which always extracted working Kummer parameters for BK curves
when p =1 (mod 20), and always failed to do so when p = 11 (mod 20).

The only minor drawback for the Kummer surface associated to the BK
family is that, for primes congruent to 1 modulo 5, if the 2-torsion of Jac(C') or
Jac(C”) is defined over F,,, then 5 divides at least one of the two group orders.
Hence, even in the best case the two group orders have cofactors of 16 and 80,
which means either the curve or its twist will be around 1 bit less secure than the
other. In this case, generators on the Kummer surface should be chosen which
map back to the curve with cofactor 16.

Kummer chameleons with 2-dimensional GLV. Although we have focused
on two families of genus 2 curves that offer 4-dimensional GLV over prime fields,
there are many more families that offer 2-dimensional GLV [38,53, 28]. We es-
pecially mention the family due to Mestre [41], which was studied further in [28,
§4.4]. This family might be particularly attractive since the techniques in [28]
make it practical to find twist-secure instances over F,, with p = 2127 _ 1. Work-
ing analytically, we observed that small Kummer constants are often obtained
if we take special instances of the families with efficiently computable RM. An
example from the family due to Tautz, Tops and Verberkmoes [54] (also see [38,
§5.1]) is the Kummer surface associated to the curve y? = z(z* — 22 + 1), which
yields tg = 1 over C, so the techniques in [28, §4.4] could be used (over many
primes) to find twist-secure curves that can take advantage of this.

9 Conclusions

We have given a taxonomy of the state-of-the-art in genus-2 arithmetic over
prime fields, with respect to its application in public-key cryptography. We
studied two different approaches to achieve fast modular arithmetic and imple-
mented these techniques in three settings: on “generic” genus-2 curves, on special
genus-2 curves facilitating 2-and 4-dimensional GLV decompositions, and on the
Kummer surface proposed by Gaudry [26]. Furthermore, we presented Kummer
chameleons; curves which allow fast arithmetic on the Kummer surface as well
as efficient arithmetic on the Jacobian that results from a GLV decomposition.



Ultimately, we highlighted the practical benefits of genus-2 curves with our Kum-
mer surface implementation - this sets a new software speed record at the 128-bit
security level for computing constant time scalar multiplications compared to all
previous elliptic curve and genus-2 implementations.
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