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Abstract. We present a quantum polynomial time attack against the
GMMSSZ branching program obfuscator of Garg et al. (TCC’16), when
instantiated with the GGH13 multilinear map of Garg et al. (EURO-
CRYPT’13). This candidate obfuscator was proved secure in the weak
multilinear map model introduced by Miles et al. (CRYPTO’16).

Our attack uses the short principal ideal solver of Cramer et al. (EURO-
CRYPT’16), to recover a secret element of the GGH13 multilinear map
in quantum polynomial time. We then use this secret element to mount
a (classical) polynomial time mixed-input attack against the GMMSSZ
obfuscator. The main result of this article can hence be seen as a classi-
cal reduction from the security of the GMMSSZ obfuscator to the short
principal ideal problem (the quantum setting is then only used to solve
this problem in polynomial time).

As an additional contribution, we explain how the same ideas can be
adapted to mount a quantum polynomial time attack against the DG-
GMM obfuscator of Dottling et al. (ePrint 2016), which was also proved
secure in the weak multilinear map model.

1 Introduction

An obfuscator is a cryptographic primitive that should enable a user to com-
pute a function, without revealing anything about it, except its input-output
behaviour. Unfortunately, such a security notion for obfuscators, called Virtual
Black Box (or VBB) security, has been shown to be impossible to achieve for
all circuits [7]. To circumvent this impossibility result, two directions have been
explored. The first direction is to build a VBB obfuscator for a restricted class of
functions. Recently, the authors of [36] and [25] managed to prove VBB security
of their obfuscator, for the restricted class of compute-and-compare functions,!
under the LWE assumption. The second direction is to consider weaker security
notions, and try to build obfuscators for all circuits under these weaker security
notions. In addition to their impossibility result, the authors of [7] proposed such
a weaker security notion, called indistinguishablility obfuscation (or iO).

1 A compute-and-compare function CC[f,a] on input = outputs 1 if f(2) = o and 0
otherwise.
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Indistinguishability obfuscation requires that it should be hard to distinguish
between the obfuscation of two equivalent circuits, i.e., circuits that compute the
same function. Even if 10 security is weaker than VBB security, achieving iO for
all circuits would have a lot of applications (see, e.g., [22,34]). The first candi-
date obfuscator for iO security was proposed in 2013 by Garg, Gentry, Halevi,
Raykova, Sahai and Waters [22], based on the GGH13 approximate multilinear
map [21]. They showed that iO for the class of polynomial-size branching pro-
grams? could be bootstrapped to iO for all polynomial-size circuits,® and they
then described a candidate iO obfuscator for polynomial-size branching pro-
grams (without a security proof). Since 2013, numerous candidate obfuscators
for polynomial-size branching programs have been proposed, all relying on one
of the three candidate cryptographic multilinear map constructions [17,21,24].%
However, none of these candidate obfuscators could be proven secure under clas-
sical hardness assumptions.

The main security weakness of these candidate obfuscators stems from the
underlying candidate multilinear maps. Indeed, all candidate multilinear maps
have been shown to suffer from so-called zeroizing attacks [15,26], and these
zeroizing attacks and their generalizations have made it difficult to design po-
tentially secure iO obfuscators. In the following, we will instantiate all the obfus-
cators with the GGH13 [21] multilinear map,” as our attack exploits a weakness
of this specific multilinear map.

In order to improve security confidence, recent obfuscator constructions care-
fully instantiate the underlying multilinear map (to try to avoid zeroizing at-
tacks) and prove VBB security of their obfuscator in some idealised model.
First, the authors of [2,6,12] proved VBB security of their obfuscators in the
so-called ideal graded encoding model, introduced in [11]. But zeroizing attacks
against multilinear maps and the resulting annihilation attacks against obfus-
cators [3,14, 31] showed that this model was not adapted to capture potential
attacks against obfuscators. Another model was then proposed in [31]: the weak
multilinear map model. This model captures all the attacks mentioned above,
and two candidate obfuscators were proved secure in this model [19,23].

Previous work. The annihilation attack of Miles, Sahai and Zhandry [31] already
impacted many obfuscators: [2,5,6,12,30,32]. One limitation of this attack is that
it is captured by the weak multilinear map model and so cannot apply against
the recent obfuscators of [19,23]. A formalisation and generalisation of this at-
tack was then proposed by [3]. This attack enables to distinguish a larger class
of circuits than the one of [31], but applies to the same candidate obfuscators.

2 See Section 2.3 for the definition of a matrix branching program.

3 The proof relies on Barrington’s theorem [8], and on a bootstrapping procedure
enabled by fully homomorphic encryption.

4 The GGH15 multilinear map is a restricted multilinear map that cannot be used for
all obfuscator constructions.

® Some obfuscators, like [19] are specifically designed to work with the GGH13 multi-
linear map. Some others can be instantiated with either GGH13 or CLT13 multilinear
map. For those, we only consider the GGH13 instantiation.



Moreover, it only works for single-input branching programs. In a parallel work,
Chen, Gentry and Halevi [14], proposed an attack against the original obfuscator
of [22], and a quantum attack against the GGH15 construction [24], that were
both unbroken so far. These attacks rely on specific branching programs, namely
input partitionable branching programs. Since then, Fernando, Rasmussen and
Sahai [20] proposed a technique to transform any branching program into an
equivalent branching program which is not input partitionable. This transfor-
mation can be used either with the GGH13 map or with the CLT map. Hence,
using the [22] obfuscator combined with the technique of [20] prevents the attack
of [14].

Our contribution. In this work, we propose quantum polynomial time attacks
against the branching program obfuscators of [19,23], when instantiated with the
GGH13 multilinear map. These candidate obfuscators were not broken yet, and
were proven secure in the weak multilinear map model (the current strongest
ideal model for obfuscators). As a secondary contribution, our attack also ap-
plies to the obfuscators of [2,5,6,30,32], which were already broken in classical
polynomial time by [31]. Our attack is still interesting for these obfuscators,
as it uses different techniques than those of [31], and in particular, techniques
that are not captured by the weak multilinear map model. Note that our attack
does not work against the obfuscator of [12], while [31] does. Finally, as a last
contribution, our attack also applies to the circuit obfuscators of [4,37], when
instantiated with the GGH13 multilinear map.® Overall, we prove the following
theorem (informally stated for the moment).

Theorem 1 (Informal, heuristic). Let O be any of the branching program
obfuscators in [2,5,6, 23, 30,32/, on single or dual input branching programs (re-
spectively, let O be any of the circuit obfuscators in [4, 19, 37]), instantiated with
the GGH13 multilinear map [21]. There exist two explicit equivalent branching
programs (respectively, two equivalent circuits) A and A’ such that O(A) and
O(A’) can be distinguished in quantum polynomial time, under some conjecture
and heuristic (see Theorem 3 for a formal statement).

We note that the only part of our attack which is quantum is the principal
ideal solver of Biasse and Song [10]. All the other steps of our attack are clas-
sical. Hence, our attack can also be viewed as a (classical) reduction from the
iO security of the candidate obfuscators mentioned in Theorem 1 to the prin-
cipal ideal problem. One might then want to use the classical sub-exponential
principal ideal solver of Biasse, Espitau, Fouque, Gélin and Kirchner [9] to ob-
tain a classical sub-exponential attack against the above obfuscators. However,
the dimension of the cyclotomic ring used in current instantiations on the GGH
multilinear map is chosen to be at least A\? where ) is the security parameter.
This is done to thwart the attacks of [1,16,27] over the GGH13 multilinear map,

5 These obfuscators need composite-order multilinear maps, and hence were originally
instantiated with the CLT multilinear map. However, as observed in [19], the GGH13
multilinear map can also be used with composite-order.



but it also means that the classical variant of the attack described in this article
is exponential in the security parameter, even when using the sub-exponential
principal ideal solver of [9]. It is still interesting to note that any future improve-
ment for solving the principal ideal problem will directly imply an improvement
for the attack described in this article.

Technical overview. Recent branching program obfuscators, starting with the
one of [6], use the underlying multilinear map to prevent mixed-input attacks,
using so-called straddling set systems. A mixed-input attack is an attack in which
the attacker does not evaluate honestly the obfuscated circuit, but changes the
value of one bit along the computation: for example, if the same bit of the entry
is used twice during the computation, the attacker puts it to 1 the first time
and to 0 the second time. By choosing good levels for the encodings of the
multilinear map, the authors of [6] proved that one could prevent such dishonest
computations: an attacker that tries to mix the bits of the input will obtain a
final encoding which does not have the good level to be zero-tested and provide
a useful output. Following this idea, the obfuscators of [2,5,23, 30, 32] also used
straddling set systems to prevent mixed-input attacks.

However, straddling set systems only ensures that an attacker cannot mixed
the inputs of the obfuscated program to obtain a dishonest top level encoding
of zero. But it does not prevent an attacker to create a dishonest encoding of
zero at a level higher than the top level. In the case where the multilinear map
is ideal, this is not a security threat, because the attacker should not be able
to test at a level higher than the top level whether it has created an encoding
of zero or not. However, this is not the case of the GGH13 multilinear map.
Indeed, using recent improvements on the short Principal Ideal Problem [10,
13, 18] (abbreviated as sPIP), it has been shown that it is possible to recover
in quantum polynomial time some secret zero-testing element h of the GGH13
map (see Section 2.2 for more details on the GGH13 map). Recovering this secret
element will then allow us to zero-test at a higher level than the one initially
authorised.” This is the starting point of our mixed-input attack against the iO
security of [2,5,6,23,30,32].

As said above, all these candidate obfuscators use straddling set systems,
meaning that performing a dishonest evaluation of the branching program out-
puts an encoding at a forbidden level. However, if we perform two well-chosen
dishonest evaluations and take the product of the resulting encodings, we can
obtain an encoding whose level is twice the maximal level of the multilinear map.
The idea to construct well-chosen dishonest evaluations is to take complementary
ones. For instance, assume the first bit of the input is used three times during
the evaluation of the branching program. A first illegal computation could be to
take this first bit to be equal to 0 the first time it is used, and then to 1 for the
other two times. The complementary illegal computation will then be to take

" To be correct, we cannot really test whether we have an encoding of 0, but rather
whether we have an encoding which is a product of two encodings of 0. More details
can be found in Section 4.



the first bit to be equal to 1 the first time, and to 0 the other two times. These
two illegal computation will result in encodings that are not at the top level,
but there levels will be complementary in the sense that taking the product of
them gives an encoding whose level is twice the top-level. We can then use the
new zero-test parameter obtained above to determine whether this product of
illegal encodings is an encoding of zero or not. It then remains to find a pair of
equivalent branching programs such that the illegal encoding obtained above is
an encoding of zero for one of the two branching programs only. We exhibit such
a pair of branching programs in Section 4.3. While we just exhibit one pair, it
should be possible to find many other pairs that can also be distinguished. We
do not pursue this, as finding one such pair suffices to violate the iO property.

All the branching program obfuscators described above have a similar struc-
ture. In order to simplify the description of the attack, and to highlight which
characteristics of these obfuscators are needed for the attack, we describe in Sec-
tion 3 an abstract obfuscator, that captures the obfuscators of [2,5,23,30, 32].
This abstract obfuscator is elementary, and it suffices to describe our attack
against it, in order to attack all the obfuscators of [2,5,23,30,32]. The obfuscator
of [6] does not completely fit in this abstract obfuscator and is discussed later.

We finally handle the case of the [19] obfuscator. This obfuscator is different
from the ones presented above, as it encodes a circuit rather than a branching
program. However, it also uses straddling set system to prevent mixed-input at-
tacks. The same ideas as above can then be adapted to mount a mixed-input
attack against the obfuscator of [19], in quantum polynomial time. Here, a new
difficulty arises, as a dishonest evaluation of the circuit may not always be pos-
sible (for example it can lead to impossible additions, between encodings which
are not at the same level). We handle this difficulty by choosing a specific uni-
versal circuit, for which we know that some dishonest evaluations are possible.
As in the case of the branching program obfuscators, we then give an explicit ex-
ample of two circuits whose obfuscated versions can be efficiently distinguished
by a quantum attacker. Also, as for the the branching program obfuscators,
we describe our attack against a simple circuit obfuscator, which captures the
circuit obfuscator of [19]. This simple circuit also captures the circuits obfusca-
tors of [4,37], hence the attack also applies to these obfuscators, when they are
instantiated with the GGH13 multilinear map.

Impact and open problems. To our knowledge, the only GGH13-based branching
program or circuit obfuscator still standing against quantum attackers is the [22]
branching program obfuscator, when combined with the technique of [20] to
prevent input partitioning. We summarize in Table 1 the current state of the art
attacks against branching program or circuit obfuscators based on the GGH13
multilinear map. The obfuscators relying on the CLT multilinear map are already
known to be insecure against quantum attackers, as the CLT multilinear map is
known to be broken if we can factor some public modulus, and we have a quantum
polynomial time algorithm for factoring integers [35]. Finally, the obfuscator
of [24], based on the GGH15 multilinear map, has been proven insecure against
quantum attackers in [14]. In light of this, an interesting question could be



to assess the post-quantum security of the obfuscator of [22] when combined
with [20].

Obfuscator Quantum attack|Classical attack
(instantiated with the GGH13 map)
[22] without [20] [14] [14]
[22] combined with [20] none none
[2,6,32] 3,31] 3,31]
[5,30] and this work
[12] [3,31] 3,31]
[4,19,23,37] this work none

Fig. 1. Attacks against GGH13-based branching program and circuit obfuscators

Also, we show that solving the short Principal Ideal Problem enables us to
mount a classical attack against the candidate obfuscators of [19,23]. We could
wonder whether the opposite is true: can we base the security of these candidate
obfuscators or variants thereof on the short Principal Ideal Problem?

Finally, it is interesting to note that the mixed-input attack described in this
article crucially relies on the use of straddling set systems. This may seem para-
doxical, as straddling set systems were introduced to build obfuscators secure in
idealized models, hence supposedly more secure than the first candidates. The
first candidate obfuscators [12,22] tried to prevent mixed-input attacks by using
so-called bundling scalars, but it was heuristic and came with no proof. On the
contrary, the use of straddling set systems allows us to prove that the schemes
are resistant to mixed-input attacks if the underlying multilinear map is some-
how ideal, hence giving us a security proof in some idealized model. However,
this comes at the cost of relying more on the security of the underlying multilin-
ear map. So when the obfuscators are instantiated with the GGH13 multilinear
map, which is known to have some weaknesses, this gives more possibilities to an
attacker to transform these weaknesses of the multilinear map into weaknesses
of the obfuscators. This is what we do is this article, by transforming a weakness
of the GGH13 map into a concrete attack against obfuscators using straddling
set systems. It also explains why our attack does not apply to the obfuscators
of [12,22], which did not use straddling set systems.

Roadmap. In Section 2, we recall the GGH13 multilinear map, and the notion
of matrix branching programs. In Section 3, we define an abstract obfuscator,
which captures all the obfuscators of [2, 5,23, 30, 32], with both single input
and dual input variants. We will then use this abstract obfuscator to present
our attack in Section 4. This will prove Theorem 1, except for the obfuscators
of [6,19]. We then discuss in Section 4.4 how to adapt the attack to the obfuscator
of [6]. Finally, we describe in Section 5 the obfuscator of [19] and explain how
to adapt the mixed-input attack to this obfuscator, hence completing the proof
of Theorem 1.
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2 Preliminaries

In this section, we first recall some mathematical background and define some
notations. We then recall the settings of the GGH13 multilinear map and the
definition of matrix branching programs. Finally, we recall recent results for the
Principal Ideal Problem, that we will use in our attack.

2.1 Mathematical Background

Rings. Let R be the ring Z[X]/(X™ 4+ 1) for n a power of two, and K =
Q[X]/(X™ + 1) be its fraction field. We let R* denote the set of invertible
elements of R. For an element x € K, we let z; denote its coefficients when
seen as a polynomial of degree less than n, that is z = Z;ZOI 2; X*. An ideal
of R is a subset I C R which is stable by addition and by multiplication by an
element of R. If I = gR = {gr|r € R} for some element g € R, we say that I is
a principal ideal generated by ¢, and we denote it by gR or (g). We denote by
{75} jem) the complex embeddings of K in C. We can write these embeddings as
01"+ ,0p)2,01, " ,0n/2, Where - denotes the complex conjugation. The (alge-
braic) norm of an element z € K is N(z) =[], oj(%) € R. The norm of an
ideal I C Ris N(I) = |R/I|. If I = gR is a principal ideal, then N (1) = N (g).
The product of two ideals I, J C R, denoted by I - J, is the smallest ideal con-
taining {ab | a € I,b € J}. We say that an ideal I C R is prime if I # R and
if for all ideals Jy, Jo C R such that I = J; - J5, then we have either J; = R or
Jo=R.

Lattices. We view the ring R as an n-dimensional lattice, where the elements
of R are mapped to the vectors of their coefficients, when seen as polynomials of
degree n — 1. For x,y € K, the inner product of z and y is (z,y) = >, z;y;. We
also define the ¢, norm (or Euclidean norm) of z € K by |jz|| = /), 27 and
the infinite norm of by ||z|lcc = max;(z;). Recall the following properties, for
any z,y € K

Iz yll < V-] -yl (1)
2llse < flll < Vn - 2] - (2)

For z € K, the Minkowski embeddings of z is o(z) := (Re(o1(2)), Im(o1 (x)), - -,
Re(oy,/2(2)), Im(0y,/2(7))) € R"™. We define the inner product of the Minkowski
embeddings of two elements z,y € K by the usual inner product over R” of o(x)
and o(y). As we are in a cyclotomic ring of order a power of two, the geometry
induced by the coefficient embeddings is the same, up to scaling, as the one



induced by the Minkowski embeddings. This means that for any =,y € K, we
have

{o(x),0(y)) =n/2-(z,y).

In particular, for all x € K, we have

lo(@)ll2 = v/n/2 - |, 3)

where [lo(2)]2 = /{o(@), o ().

An ideal I can be seen as a sub-lattice of R, and hence described by a Z-basis.
The Principal Ideal Problem (PIP) is, given a basis of a principal ideal I, to
recover a generator of I, that is an element g € R such that I = (g).

For any lattice L, real o > 0 and point ¢ € L, we define the Gaussian weight
function over L by

We define the discrete (spherical) Gaussian distribution over L of parameter o
and centered in ¢ by

_ PLoe(®)

Ve e L, Dpoelz ,
b ( ) pL,rT,C(L)

where pro.o(L) = > c1 PL.oc(2). We simplify pr 0 and Dp 50 into pr, and
Dy, +, and say in that case that the distribution is centered.

2.2 The GGH13 multilinear map

We recall in this section the GGH13 multilinear map (or shortly GGH map)
of [21], in its asymmetric setting. The GGH multilinear map allows to encode
elements of ring. We can then homomorphically perform additions and multipli-
cations on these elements, under some constraints. It also allows to publicly test
if an encoding encodes zero. Let ¢ be a large integer (usually taken exponential
in n) and define R, = R/qR. Let g be some small element of R* chosen such
that the ideal (g) is prime and has a prime norm. The plaintext space will be
R/gR and the encoding space will be R,.

Encodings. Let k be some positive integer and z1,--- , 2z, be chosen randomly
in qu‘s These z;’s are chosen during the initialisation phase of the GGH map.
Let S be a subset of [k] and a + gR be an element of R/gR. An encoding of
a+ gR at level S is an element of the form

_ -1
ufc~Hz,L. mod gq,
€S

8 The distribution of the z;’s does not matter here.



where c¢ is a small representative of a 4+ gR in R. We sometimes abuse notation
by saying that u is an encoding of a € R instead of a + gR € R/gR. We use
the notation [a]s to denote an encoding of a + gR at level S. When there is no
ambiguity on the level of the encoding, we just write it [a], with no subscript.
We say that c is the numerator of the encoding v and [, g 2; is its denominator.
Operations on encodings. Let u; and ug be the encodings of two elements a;
and ag at the same level S. Then u; + us is an encoding of a; + as at level S.
Let u; and ug be the encodings of two elements u; and wuy at level S and S
respectively, with S;NSy = 0. Then u; -us is an encoding of a; -as at level S;US,.”

Zero-testing. Let S, denote the set [k] and 2* = [[;cq , 2i- Let h be some
element in R of f>-norm approximately ,/q. We define p.; = hz* ¢~ mod ¢q and
call it the zero-testing parameter. To test if an encoding u at level S,; is an
encoding of zero or not (i.e., to test if the numerator of w is a multiple of g
or not), compute w = u - p,; mod q. If this is smaller than ¢3/4,'" then u is an
encoding of zero, otherwise it is not. Indeed, if u = bg(z*)~! mod ¢ (i.e., u is
an encoding of zero), then w = bh mod ¢ and the parameters are set such that
|[bh|| < ¢3/* for a correct level-S.; encoding. On the other hand, if u is not an
encoding of zero, then the g~! in the zero-testing parameter does not cancel out,
and g~! mod q is very unlikely to be small compared to g. We can prove that in
this case, w will never be smaller than ¢*/* (see [21] for more details).

The elements (n,q, ,p,+) of the multilinear map are public, while the pa-
rameters (h,g,{zi}ie[s)) are secret. In our case, the obfuscator generates the
multilinear maps and retains these secret elements. Note that to encode an el-
ement, we need to know the secret parameters g and {z;};. This means that
only the obfuscator will be able to create encodings from scratch. An encoding
generated by the obfuscator, using the secret parameters, is called a fresh en-
coding, by opposition to the encodings obtained by adding or multiplying other
encodings.

Size of the parameters. The size of the parameters of the GGH multilinear map
may vary depending on the obfuscator. We present here the size recommended
in the original article [21], with a small change for the size of ¢, due to the fact
that we use the multilinear map in a different way for obfuscators than what
was described in [21].

e The dimension n of R should be taken such that n = £2(k)\?), where A
is the security parameter of the scheme. Taking a lower bound in \? was
the original choice of [21] to avoid some lattice attacks. It was reduced to
n = 2(kAlog())) in [28]. However, with the recent sub-exponential algo-
rithm of [9] to solve PIP, it should be increased back to £2(kA?). Looking

9 Even if S1 NSy # 0, we can still see u; - up as an encoding of a; - as at level S; U Sy,
where S1 U Sz is a multiset, that is we keep multiple copies of elements that appear
both in S7 and Ss.

!0 This bound is the one chosen in [21], but it is flexible.



ahead, the attack we describe in Section 4 has a classical variant which
is sub-exponential in the dimension n of the lattice (it has a complexity
O(2v7™+eM)). However, as n > £2(\?), this remains exponential in the secu-
rity parameter \.

e The secret element g is sampled using a Gaussian distribution, with rejection,
such that [|g|| = O(n) and ||1/g| = O(n?).

e The modulus ¢ is chosen such that ¢ > n°*). In the original GGH scheme,
the modulus ¢ was chosen greater than 28%* . n©() This extra factor 285>
came from the re-randomisation procedure used originally to publicly gen-
erate level-1 encodings. In the case of obfuscators, as the one that generates
encodings knows the secret parameters, it can generates the fresh encodings
with a numerator of size O(poly(n)) instead of O(2*poly(n)), and hence get
ride of this factor 28%*. In all the obfuscators described here, except [19], the
modulus ¢ is exponential in A. In [19], the obfuscator is built such that ¢
remains polynomial in A (even if x is polynomial in A, the authors managed
to obtain a polynomial modulus q).

e The secret element h is sampled using a centered Gaussian distribution of
parameter /g, so that ||h]| = ©(y/n - /q). In [21, Section 6.4], the authors
suggest to sample h according to a non spherical Gaussian distribution in-
stead of a spherical one. In the following we will always assume that h is
sampled according to a spherical Gaussian distribution. We discuss the case
of non spherical distributions in the full version [33].

2.3 Matrix Branching Programs

We recall in this section the definition of matrix branching programs, and we
introduce some notation that will be used throughout the article. A branching
program is defined over a ring R.

Definition 1 (d-ary Matrix Branching Program [3]). A d-ary matriz branch-
ing program A of length £ and width w over m-bit inputs is given by a sequence
of square matrices

{Aib}icig peoaye € R,

two bookend wvectors
AO S Rlxw and Ag.;,_l S wal’

and an input function inp : [(] — [m]<.

Let x € {0,1}™ and let x; denote the i-th bit of x, for i in [m]. We will use
the notation x[inp(i)] = (Tinp(i), » Tinp(s) S Ting(i)y) € 10, 1}, where inp(i) =
(2np(i)1,--- , inp(i)a) € [m]?.

The output of the matriz branching program on input x € {0,1}™ is given by

g3 "

A(l‘) _ {O ZfAO . (HZE[(] Ai,z[inp(i)]) . A€+1 =0

1 otherwise.

10



Remark. A branching program with d = 1 (respectively with d = 2) is also called
a single input (respectively dual input) branching program. In the following, we
will not distinguish between the single input and dual input cases, as our attack
works in the same way in both cases (and even for higher arity d).

We say that two branching programs are equivalent if they compute the same
function. We also introduce a notion of strong equivalence between branching
programs, which will be useful later for the description of the abstract obfuscator
and our attack.

Definition 2 (Strongly equivalent branching programs). We say that
two d-ary matriz branching programs A = (Ao, {Aib}icio,bef0,11¢, Aer1) and
A = (Ab, { A% ptiei beqo,134, Ay ), with the same length £ and the same in-
put function inp (but not necessarily defined over the same rings) are strongly
equivalent if, for all {b;};ciq € ({0,1}%)*, we have

Ao~ [T Aie - A =0 = Af - [ Afy, - Ay = 0. (4)
ie[l] i€[f]

Remark. This notion is stronger than simple equivalence between branching pro-
grams, because we ask that (4) holds for all possible choices of {b;};c[¢, and not
only for the ones of the form {z[inp(7)]};c[q for some input z (corresponding
to an honest evaluation of the branching program on z). The pair of branch-
ing programs described in Section 4.3 gives an example of equivalent branching
programs that are not strongly equivalent.

2.4 The short Principal Ideal Problem
We define the short Principal Ideal Problem in the following way.

Definition 3 (Short Principal Ideal Problem). Let h € R be sampled ac-
cording to some distribution D. The short Principal Ideal Problem is, given any
basis of the ideal (h) (when seen as a sub-lattice of R), to recover £X* - h for
some i € [n].

For cyclotomic fields of order a power of two, when D is a discrete Gaussian
distribution, this problem can be solved in quantum polynomial time, using the
results of [10,13,18]. In [10], the authors show that given any basis of (h), an
attacker can recover a generator h of the ideal (h) in quantum polynomial time.'!
Then, the authors of [18], based on an observation of [13], proved that from any
generator hof (h), if h has been sampled using a discrete Gaussian distribution,
then an attacker can recover £X" - h, for some i € [n], in (classical) polynomial
time. This second part (recovering +£X* - h from ﬁ) relies on the conjecture that
the set of cyclotomic units of R is equal to R* for power-of-two cyclotomic fields.
We summarise this in the following theorem.

= Note that there also exists a classical sub-exponential time algorithm to recover
h, due to [9]. However, their algorithm runs in time O(2ﬁ+°<1)), but we chose
n > £2(\?), so this algorithm is exponential in the security parameter .
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Theorem 2 (adapted from [10, 18]). Let h € R be sampled according to
a discrete spherical Gaussian distribution of parameter larger than 200 - n'-®.
Then, under Conjecture 1, there is a quantum polynomial time algorithm such
that, given any basis of the ideal (h), it recovers =X - h for some i € [n], with
constant probability close to 1 over the choice of h.

Congecture 1. The set of cyclotomic units of R is equal to R* (see [18] for a
definition of cyclotomic units and a discussion of this conjecture).

3 An Abstract obfuscator

Following an idea of Miles, Sahai and Zhandry in [31], we define here an abstract
obfuscation scheme. This abstract obfuscator is inspired by the one of [31] but is
a bit simpler and more general. In particular, it captures all the obfuscators of
Theorem 1, except the ones of [6] and [19]. We will then show in Section 4 how
to apply our quantum attack to this abstract obfuscator, resulting in an attack
against the obfuscators of [2,5, 23,30, 32] and we will explain how to adapt
the attack to the branching program obfuscator of [6] (which is just slightly
different from the abstract obfuscator defined in this section). The case of the [19]
obfuscator is postponed in Section 5 as it is not a branching program obfuscator,
and so the formalism of the abstract branching program obfuscator does not
apply to it.

The abstract obfuscator takes as input a polynomial size d-ary matrix branch-
ing program A (for some integer d > 0), over the ring of integers Z,'? with a
fixed input function inp and with coefficients in {0,1}. Usually, the obfusca-
tors pad the branching program with identity matrices, to ensure that the input
function has the desired structure. Here, to simplify the obfuscator, we will as-
sume that the obfuscator only accepts branching programs with the desired inp
function (the user has to pad the branching program himself before giving it to
the obfuscator). For the attack to work, we ask that there exist two different
integers j; and jo such that inp(j1) N inp(j2) # @ (meaning that there is a
bit of the input which is inspected at least twice during the evaluation of the
branching program). This can be assumed for all the obfuscators of Theorem 1.3
Let w be the width of A, ¢ be its length, Ay, Ayy1 be its bookend vectors and
{Aib}icipeqo,13¢ € {0,1}** be its square matrices. Recall that the function
computed by the branching program A is defined by

A(x) = {0 if Ao - (Hie[f] Aivx[inp(i)o “Ap1 =0

1 otherwise.

The abstract obfuscator then proceeds as follows.

12 Most of the time, the matrices of the branching program will be permutation ma-
trices, and the underlying ring will have no importance.

13 This is even mandatory for the dual input version of the obfuscators, as it is usually
required that all pairs (s,t) (or (¢,s)) appear in the inp function, for any s,t € [m]
with s # ¢.
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e It instantiates the GGH multilinear map and retains its secret parameters
(9, h,{#i}ie[x)) and its public parameters (n,q, &, p.¢). The choice of the pa-
rameters of the GGH map depends on the the parameters ¢, w and d of the
branching program A.

e It transforms the matrices of branching program A to obtain a new branching
program A, with the same parameters w, d, ¢, the same input function inp,
and which is strongly equivalent to A. We denote by {Aab}ie[e]’be{oyl}d €
(R/gR)*** and Ay € (R/gR)"™*™,Ayy1 € (R/gR)"*' the matrices and
bookend vectors of A. Note that this new matrix branching programs has its
coefficients in the ring R/gR and not in {0, 1}. Recall that strong equivalence
means that

Ao~ [T Aiw, - Ac1 =0 <= Ay [] Aip, - A1 =0 (in R/gR)  (5)
iele] i€[f]

for all choices of b; € {0,1}%, with i € [¢]. This condition is required for our
attack to work, and is satisfied by all the obfuscators of [2, 5,23, 30, 32].
To transform the initial branching program A into this new branching pro-
gram A, the obfuscators of [2,5,23,30,32] first embed the matrices of A into
the ring R/gR (this is possible since the coefficients of the matrices are 0
and 1). Then, they use various tools, taken among the following.'*

. . . . A;
1. Transform the matrices A4, p into block-diagonal matrices < b B ),
ib

were B, p are square w’ x w’ matrices in R/gR, chosen arbitrarily (they
can be fixed, or chosen at random, this will have no importance for us),
with w’ polynomial in the security parameter X. In order to cancel the
extra diagonal block, the vector Ag is transformed into (Ao 0), with a

. . . A
block of zeros of size 1 xw’. The vector Ay is transformed into (B“l) ,
l+1

with Byyy an arbitrary w’ x 1 vector.

2. Use Killian randomisation, that is, choose £ + 1 non singular matrices
{Ri}icie1) € (R/gR)*™ and transform A;p, into R;- A;p, - R?ill, where
R?jl_jl is the adjugate matrix of R;y1, i.e., Ry - R?_?_jl = det(Rit1) - In.
Transform also Ag into Ay - Rde and Apyq into Rpyq - Aprq-

3. Multiply by random scalars, i.e., multiply each matrix A;p by some
random scalar a; 1, € (R/gR)*. Also multiply Ag and A,y by ap and
a1 respectively.

We can check that all the transformations described above output a branch-
ing program which is strongly equivalent to the one given in input, so the
final branching program A is also strongly equivalent to A (as in (5)). In
the following, we will only be interested in (5), not in the details of the
transformation.

4 The obfuscators of [23,32] use the three tools while the ones of [2,5,30] use Tools 2
and 3 only.
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e Finally, the obfuscator encodes the matrices {Ai,b}i7b, AO and /Alg_H at some
level {S;b}ib, So and Sei1 respectively, using the GGH multilinear map.
The choice of these levels (called a straddling set system) depends on the
obfuscators, but will have no importance in the following. The only property
that we need, and that is fulfilled by the above obfuscators, is that for any
entry x, the sets So, Spy1 and S; yinp(s)) for i € [I] are disjoint and we have

So U (UieSi afinp(i))) Y Se41 = St (6)

This means that every honest evaluation of the encoded branching program
outputs an element at level S,;, that can be zero-tested. This condition
is necessary for the above obfuscators to be correct (otherwise we cannot
evaluate the obfuscated branching program).

e The obfuscator then outputs the elements [Ag]s,, {[Ai,b]si,b}ie[l],be{O,l}da
[Ag+1]52+1 and the public parameters of the GGH map (n, q, K, p.t)-

To evaluate the obfuscated branching program on input x, compute

u, = [Ao]s, % H [A; o301 s asmpiiyy X [Aet1] 041
1€[{]

By Property (5), this is an encoding of zero if and only if the output of the
original branching program was zero. And by Property (6), this encoding is
at level S.;. So using p,;, we can perform a zero-test and output 0 if this is
an encoding of 0 and 1 otherwise. In the following, we will sometimes simplify
notations and forget about the subscripts \S; p, as the levels of the encodings are
entirely determined by the encoded matrices A; p,.

For our attack to work, we will need to assume that if we evaluate the obfus-
cated branching program on enough inputs for which the output is zero, then we
can recover a basis of the ideal (h) (where h is a secret element of the GGH13
mabp, as described in Section 2.2). More formally, we make the following heuristic
assumption.

Heuristic 1. Let X be the set of inputs on which the branching program
evaluates to 0 and let x € Xy. If we evaluate the obfuscated branching program
on z and zero-test the final encoding, we obtain a ring element of the form
ry - h € R. We assume that the set of all v, - h for x € X spans the ideal (h)
(and not a smaller ideal contained in (h)). We also assume that if = is chosen
uniformly in Xy, then we can obtain a basis of (h) with a polynomial number of
samples.

Discussion about Heuristic 1. We make the heuristic assumption above to sim-
plify the description of our attack. This heuristic assumption is coherent with
the numerical experiments we made (see the full version [33] for a description of
the experimental results). Moreover, we also observe that, even if we recover an
ideal J C (h) instead of the ideal (h), we can still handle it if (k) has a constant
number of prime factors (see the full version for more details).
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This completes the definition of our abstract obfuscator, which captures the
obfuscators of [2,5,23,30,32]. In the next section, we describe a mixed-input
attack against this abstract obfuscator, where all we use is that it satisfies Prop-
erties (5) and (6).

4 The main Attack

We will now prove our main theorem.

Theorem 3. Let O be any of the obfuscators in [2, 5, 6, 23, 30, 32], on sin-
gle or dual input branching programs, instantiated with the GGH13 multilinear
map [21] (respectively, let O be any of the circuit obfuscators in [4,19,37]). As-
sume the secret parameter h of the GGH13 multilinear map is sampled using a
spherical Gaussian distribution (as in Section 2.2). Then, there exist two explicit
equivalent branching programs (respectively, two equivalent circuits) A and A’
such that O(A) and O(A’) can be distinguished in quantum polynomial time,
under Conjecture 1 and Heuristic 1.

The limitation to the case where h is sampled according to a spherical Gaus-
sian distribution is discussed in the full version. We show that if q is large enough,
or if h is a product of a small number of spherical Gaussian distributions, then
our result still holds. We leave as an open problem to show that the attack goes
through for every efficient way of sampling h, or to find a way that allows to
thwart the attack (although we lean towards the former rather than the latter).
The necessity for h being sampled according to a spherical Gaussian distribution
appears in Theorem 2, to solve the short Principal Ideal Problem and recover
the secret element h. It is not used anywhere else in the attack, in particular, it
is not used in the mixed-input part of the attack (see Section 4.2).

To prove Theorem 3, we present a quantum polynomial time attack against
the abstract obfuscator described in Section 3. This results into an attack against
the iO security of the branching program obfuscators of [2,5,23,30,32]. We then
explain how to slightly modify this attack to use it against the obfuscator of [6],
whose structure is very close to the one of the abstract obfuscator. Finally,
adapting the attack to the circuit obfuscator of [19] will require more work,
because its structure is further away from the abstract obfuscator.

The attack works in two steps. We first recover the secret element h of the
GGH multilinear map. Using the results of [10, 13, 18], recalled in Section 2.4,
this can be done in quantum polynomial time. Knowing this secret element h,
we are able to construct a zero-testing parameter p,, at a higher level than S,;.
We can then use this new parameter p/,, to mount a (classical) polynomial time
mixed-input attack against the abstract obfuscator.

4.1 Creating a new zero-testing parameter in quantum polynomial
time

We first explain in this section how we can recover the secret parameter h of the
multilinear map in quantum polynomial time. We then describe how to construct
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a new zero-testing parameter at a level higher than S,;, using h. Note that the
following is folklore, we recall it for the sake of completeness.

The first step is to recover sufficiently many multiples of h, to obtain a basis of
the ideal (h) (when seen as a sub-lattice of R). This part of the attack was already
described in the original article [21], and can be done in classical polynomial time,
under Heuristic 1. Observe that for each top-level encoding that pass the zero-
test, we obtain a multiple of h. We make the heuristic assumption 1 to ensure
that we indeed recover a basis of the ideal (h), by zero-testing sufficiently many
top-level encodings of zero. For this step to work, we need that the branching
program evaluates sufficiently often to 0, to obtain sufficiently many encodings
of 0. In the following, we will choose branching programs that compute the
always zero function, hence the condition on the number of encodings that pass
the zero-test will be satisfied.

We then recover +£X'h from the basis of the ideal (h), using Theorem 2. This
can be done in quantum polynomial time, under Conjecture 1, as h is sampled
according to a Gaussian distribution of parameter larger than 200-n'®. The fact
that we recover +X7h instead of h will have no importance for our attack,'® so in
the following we will assume that we recovered h exactly. In [21, Section 6.4], the
authors propose another distribution for the secret parameter h (the element h
is sampled according to a non spherical Gaussian distribution). Theorem 2 does
not apply as it in this case, but we show in the full version that our attack can
be extended to some other distributions of h.

We now explain how to use h to create a new zero-testing parameter p.,
at a higher level than S,;. A close variant of this step was already mentioned
in [21, Section 6.3.3]. The authors explained how to use a small multiple of 1/h
and a low level encoding of zero to create a new zero-testing parameter that
enabled to test at a higher level whether the numerator of an encoding was a
multiple of g or not (i.e., if the encoding was an encoding of zero or not). In
our case, the situation is a little different, as we do not know any low level
encoding of zero. Hence, we only manage to create a new zero-testing parameter
that enables us to determine whether the numerator of an encoding is a multiple
of g2 or not. In the following, we will say that an encoding is an encoding at level
2S.; if its denominator is (z*)2. For instance, such an encoding can be obtained
by multiplying two level S,; encodings. We see the level 25,; as a multiset
containing all the elements of S,; twice. We use the secret h to compute a new
zero-testing parameter p’, at level 2S.;. Recall that p.; = hz*g~! mod q. We
then define

Pl =ph ?mod ¢ = (2*)*- g~ mod q.

Again, note that even if we call it a new zero-testing parameter, p,, only enables
us to test whether the numerator of a level 25.; encoding is a multiple of g2,
and not g, as our original zero-test parameter p,; did. But still, being able to
test at a level higher than S, if the numerator is a multiple of g2 will enable us
to mount a mixed-input attack against the abstract obfuscator of Section 3. We
describe this mixed-input attack in the next subsection.

15 This is because both X7 and its inverse —X ™7 have euclidean norm 1.
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4.2 The mixed-input attack

We now assume that we have built a new pseudo-zero-test parameter p,, as in
Subsection 4.1 (in quantum polynomial time), and that we are given an obfus-
cated branching program ([Ao]s,, {[Aibls,  }ic)befo,134s [Ae+1]s,,,), obtained
by using our abstract obfuscator defined in Section 3.

Let x and y be two different inputs of the branching program. A mixed-
input attack consists in changing the value of some bits of the input during the
evaluation of the obfuscated branching program. For instance, the way we will do
it is by taking some matrix [A linp()]) 1.y mp(iyy» iDSteAd Of [AZ 2linp()])Si o fsmpin]
while evaluating the program on x. Such mixed-input attack can leak information
on the program being obfuscated (see the specific choice of branching programs
described in the next subsection). In order to prevent mixed-input attack, the
abstract obfuscator uses a straddling set system. The intuition is that if the
attacker tries to mix the matrices [AZ 2 linp()]]S4. o jpiyy AN [Ai7y[inp(i)]]Si,y[mp(i)]7 it
will not get an encoding at level S,; at the end of the computation and hence it
cannot zero-test it. However, we can use our new zero-testing parameter p’, to
handle this difficulty.

Let j € [¢] and compute

iz = [Ao] - [ [[Asaimp] - [Ajptimpiin] - T1 [Aisafinpiy] - [Aera]

i<j j<i<e
iy = [Ao] - T [ Ai yismpci] - [Aj apsmp(i) - [T [Ai ytsmpcen] - [Aesal,
i<j j<i<e

that is, we exchange [AJ wli0p())) S o rapsyy AR A 3,y1inp()])S im0 the honest
evaluations of the obfuscated branching program on z and y.

The encodings 1, ; and @, ; will have illegal levels S, and S that are different
from S,;. But as we only exchange two matrices between correct evaluations, we
know that @ ; - i, ; will be encoded at the same level as u - u, where u, and u,
are the correct evaluations of the obfuscated branching program on x and y.
As u, and u, are correct evaluations, using Property (6), we know that they
are encoded at level S,;. Hence g ; - 4y ; is encoded at level 25, and we can
zero-test Uy ; - Uy ; using pl,.

Remember that an encoding will pass this zero-test only if its numerator is
a multiple of g2 and not only g. A simple way to ensure that Ug,j - Uy,; has a
numerator which is a multiple of g2 is to choose = and y such that i, ; and @, ;
are both encodings of 0 (i.e., their numerator are both multiples of g, and hence
their product has a numerator which is a multiple of g?). Using Property (5) of
our abstract obfuscator, we know that i, ; is an encoding of 0 if and only if

Ag - H Ai,z[inp(i)] <A J,y[inp(j H Az ,z[inp(%)] * A€+1 =0.
i<j j<i<e
We denote by @, ; the left hand side of this equation. In the same way, we define
ay; = Ao | [ Asytinpin - Ajotinpy) - ] Avatinpiin - Aesr,

i<j j<i<e
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and we have that %, ; is an encoding of 0 if and only if @, ; = 0.

To conclude, if we manage to find two equivalent branching programs A
and A', two inputs  and y and an integer j € [¢] such that G, ; = G, ; = 0
for A but a, ; # 0 and a;, ; # 0 for A’ then we can distinguish between the
obfuscation of A and the one of A’. Indeed, the numerator of i, ; - i, ; will be
a multiple of g2 in the case of A but the numerator of ﬁ;,j . ﬁ;,j will not be a
multiple of g in the case of A’ (and therefore not a multiple of g2 either). Hence,
using p’,, we can determine which of the branching program A or A’ has been
obfuscated.

In the next subsection, we present two possible branching programs A and A’
and inputs = and y that satisfy the condition above. We note that this condition
is easily satisfied and it should be possible to find a lot of other branching
programs satisfying it. We just propose here a simple example of such branching
programs, in order to complete the proof of Theorem 1.

4.3 A concrete example of branching programs

In this section, we present an example of two branching programs A and A’
that are equivalent, but such that their obfuscated versions, obtained using the
abstract obfuscator, can be distinguished using the framework described above,
hence attacking the iO security of the obfuscator.

Remember that for the first step of our attack (recovering h and creating p’,,
see Section 4.1), we need to have a sufficient number of inputs x that evaluate to
zero. Here, we choose branching programs that compute the always zero function.
We now show how to satisfy the conditions for the second part of the attack
(Section 4.2).

Let I = I, € {0,1}**" be the identity matrix and J € {0,1}*** be a
matrix of order two (i.e., J # I and J? = I). One could for example take

01
J=110 . Our first branching program will consist in identity matrices
Iw—2

only. We will build our second branching program such that when evaluating it
on input x, we have a product of ¢ matrices I (when we forget about the bookend
vectors), but on input y we have a product of £—2 matrices I and 2 matrices J.'°
We will then exchange one of these J matrices with an I matrix in the evaluation
on x. The resulting products will then be equal to matrix J instead of matrix I
(as it is the case for the first branching program). We describe the two branching
programs more precisely below.

Input selection function. Recall that the input selection function inp is fixed
and is such that there are at least two distinct integers j; and jo such that
inp(j1) N inp(j2) # 0. Let s be such that s € inp(j1) Ninp(j2). This means that
when evaluating the branching program on some input, the j;-th and the jo-th
matrices of the product both depend on the s-th bit of the input. Without loss of

16 As J has order 2, the resulting product will still be the identity matrix.
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generality, we assume that inp(ji) = (s, 82, -, 84) and inp(j2) = (s,t2, -, tq)
for some integers s; and ¢; in [m).

Maitrices. Our first branching program A consists in identity matrices only, i.e.,
A;p =1 for all i € [{] and b € {0,1}%. For our second branching program A’,
we take

’ _ Ilflg{jl,jg}orblzo
b =\ Jifi€ {j1,j2} and by = 1,

where b = (by,- -+ ,bg). This means that when evaluating the branching pro-
gram A’ on some input z, if x, = 0, then all the matrices of the product are
identity matrices. And if x5 = 1, then the j;-th and jo-th matrices of the product
are J matrices and the others are I matrices. As J has order two, the product
will always be the identity.

Bookend vectors. We take Ag and Ay41 to be two vectors such that AglAp 1 =0
01
but AgJAs4+1 # 0. For instance, with the choiceof J = | 10 , we can take
Iw—2
T T
Ay = (1 0... 0) and Appq1 = (0 10... 0) , where A" denotes the transpose
of A for any matrix A. These bookend vectors are the same for both branching
programs, i.e., Ay = Ag and Aj , = Apy.

These two branching programs A and A’ are equivalent as they both compute
the always zero function. Now, takex = 0...0and y = 0...010...0 where the 1
is at the s-th position and let j = j;. Let us compute a, ;,a, ; for branching

program A and a/, 4 y ; for branching program A

Branching program A. As all matrices are identity matrices in A, exchanging
two matrices does not change the product and we still have

e = Ao - H Aj afinp(i)] * Ajiylinp(j)] H Aj afinp(i)] - Aerr = Ao - I - Agga =0,

i<j j<i<e
ay,j = AO . H Ai,y[inp(i)] : ]71[1np(] H A; 4,y[inp(2)] * A€+1 = AO U A@—i—l = 0.
i<j j<i<e

Branching program A’. Here, we chose our parameters so that an honest
evaluation of A’ on z leads to a product of only I matrices and an honest
evaluation of A’ on y leads to a product of ¢ — 2 matrices I and 2 matrices J.
We also chose j so that we exchange a J matrix with a I matrix. Hence, we have

_q I
A HAZ @[inp(i)] J y[inp(j H Az ,xz[inp(7) 41 — Ao+ - AZ+1 7é 0,

i<j j<i<e
/ / / _
= A5 1T A% ysnpto) Aotamp(y) - L] Aylanptay) - Abr = Ao - J - Aggr # 0.
i<J Jj<i<t
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To conclude, this gives us the desired condition of Section 4.2. Indeed, for
the branching program A, the numerator of @, ; - 4, ; is a multiple of g%, hence
zero-testing it with the parameter p/, gives a positive result. Oppositely, for
the branching program A’, the numerator of Ug,j - Uy,j is not a multiple of g,'7
hence zero-testing it with the parameter p’, gives a negative result. We can then
distinguish between the obfuscations of A and A’. This completes the proof of
Theorem 1 for the obfuscators of [2,5,23,30,32].

4.4 Other branching program obfuscators

We now discuss the possible extension of this attack to other branching program
obfuscators that are not captured by the abstract obfuscator of Section 3.

Obfuscator of [6]. This obfuscator is close to the one described in the abstract
model, except that it obfuscates a slightly different definition of branching pro-
grams. In [6], a branching program A comes with an additional value ggcc, and
we have A(z) = 0 if and only if Ay - Hie[l] A 2linp(i)] - Ae+1 = Gace- The only dif-
ference with the definition of branching programs given in Section 2.3 is that g
may be non-zero. Hence, when multiplying by the scalars a; 1, in the obfuscator
(see Tool 3), we may change the output of the function. To enable correct eval-
uation of the obfuscated branching program, the obfuscator of [6] also publishes
encodings of the scalars a; 1, at level S; p,.

More formally, the obfuscator of [6] uses Tools 2 and 3 of Section 3. In Tool 2,
the authors use R, +11 instead of R?ijl, in order to keep the same product (other-
wise the product would be multiplied by the determinants of the R; matrices).
Let Ai,b = ai,bRiAi}bRiﬂl be the matrices obtained after re-randomization (us-
ing Tools 2 and 3). Let AO = AORl_1 and Ag+1 = Ry+1As41. The obfuscator pro-
vides encodings of the matrices Ay, {Ai,b}i’b and Agﬂ at levels So, {Si b }ib and
Se+1, respectively. It also provides encodings of the {c; b} b at levels {S;b}ib
and an encoding of q,.. at level Sy U Spy1. Then, to evaluate the obfuscated
branching program on input x, one computes

[Aolso [T [Ai,alinp(i)1] 8. wiuney - [Ae41] 5000 = [Gace) s0080cr + | [ [0 0linp(0)]Simsuniin
i€[(] €[]

and tests whether this is an encoding of 0 or not. By construction, this will be
an encoding of 0 at level S, if and only if A(x) = 0.

The first part of our attack (recovering h and p.,) still goes through. We
slightly modify the mixed-input part. Instead of exchanging only the j-th matrix
between the evaluations of x and y, we will also exchange the corresponding o p,
in the second product. Doing so, we ensure that the product of the «; p’s remains
the same in both sides of the difference. This also ensures that the level of both
sides will be the same after the exchange, and hence we can still subtract them.

17 The ideal (g) is chosen prime in GGH so the product of two elements that are not
divisible by ¢ is also not divisible by g.
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The same example as in Section 4.3 will then work also for this obfuscator.
This gives us a way to distinguish in quantum polynomial time between the
obfuscated versions of two equivalent branching programs, hence attacking the
iO security of the obfuscator of [6].

Obfuscators of [12,22]. Our attack does not seem to extend to the obfuscators
of [12,22]. The obstacle is that the security of these obfuscators against mixed-
input attacks does not rely on the GGH map but on the scalars «;p, which
are chosen with a specific structure to ensure that the branching program is
correctly evaluated.

More precisely, these obfuscators use (single input) branching programs with
a slightly different definition, where the product of matrices (with the bookend
vectors) is never 0. For instance, the branching programs are chosen such that
the product of the matrices (on honest evaluations) is either 1 or 2, in which cases
we say that the output of the branching program is respectively 0 or 1. Hence,
when evaluating the obfuscated branching program on input x, the user obtains
a top-level encoding of either ], a; 4, or 2]]; o 2, depending on the output of
the branching program. In order for the user to determine which one of the two
encodings it has obtained, the obfuscated branching program also provide him
(via a so-called dummy branching program) with a top-level encoding [, a4, -
The user then only has to subtract the two top-level encodings and zero-test to
determine whether A(z) = 0 or 1. Now, if the user tries to mix the inputs, it
can obtain a top-level encoding of (ev,y, - [[,4; @i.z;) - aa,; for instance (where
ay; =1 or 2 is the product of the corresponding matrices). But, as it is not an
honest evaluation, it will not have a top-level encoding of a,y; - [, ,; @i.e; to
compare it with.

Following the same idea as for the mixed-input attack described above, the
attacker could compute two top-level encodings of (e y; - [[;4; i) - az,; and
(2, [ 1,25 @i,y:)-ay,j and then multiply them to obtain an encoding of ([; @z, -
[L @iy.) - aaj - ay; at level 25.;. Now, using the top-level encodings of [ ], c 4,
and []; a;,, that are provided by the obfuscated branching program, one can
also obtain an encoding of ([]; a4, - [[; ciy,) at level 25.;. So if we could zero-
test at level 25, then we could distinguish between a branching program where
Gy ;- ay; = 1 and one where a, ;- ay; 7 1. But we cannot zero-test at level
2S5+ our new zero-testing parameter p,, only enables us to determine whether
the numerator of an encoding is a multiple of g2 or not. Here, we subtract two
level-2S.; encodings of the same value, so the numerator of the result will be a
multiple of g, but it is very unlikely to be a multiple of g2. Hence, we do not
learn anything by using p’,. Because of the final subtraction, we did not manage
to obtain an encoding at level 25.; whose numerator was a multiple of g2, and
so we did not manage to adapt the mixed-input attack described above to the
obfuscators of [12,22].
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5 Adapting the attack to the obfuscator of [19]

Unlike the abstract branching program described in Section 3, the obfuscator
of [19] does not obfuscate branching programs, but it obfuscates circuits directly.
The structure of this obfuscator is very different from the abstract obfuscator
described in Section 3 and so the attack described in Section 4 cannot be directly
applied to it. However, similarly to the other obfuscators described above, the
obfuscator of [19] also uses the levels of the GGH multilinear map to prevent
mixed-input attacks. This is the weakness we exploited to mount a mixed-input
attack against the abstract obfuscator, and here again, this will enable us to
attack the [19] obfuscator, by attacking the underlying GGH multilinear map.
In this section, we first describe in a simplified way the obfuscator of [19] (this
simplified version also captures the obfuscators of [4,37]). We then show how
to adapt our attack to mount a quantum polynomial-time mixed-input attack
against this candidate obfuscator.

5.1 The obfuscator

The obfuscator of [19] uses the GGH multilinear map [21] in its asymmet-
ric version, but with a composite g. More concretely, sample three elements
J1,92,93 € R as for the original ¢ in the GGH map, that is ||g;]| = O(n),
|11/g:|l = O(n?) and such that N(g;) is a prime integer, for all i € [3]. Then,
let g = g1g293. If we denote by R; = R/g;R the quotient rings for ¢ € [3], then
using the Chinese reminder theorem we know that the encoding space R/gR is
isomorphic to Ry X Rs X Rs3. In the following, it will be useful to choose this
point of view, as we will encode triplets of elements (a1, az2,a3) € Ry X Rs X Rs,
using the GGH map.

Let X be some subset of {0,1} with both I and |¥| that are polynomial in
the security parameter \. We will be interested into arithmetic circuits C : X' —
{0,1}. By arithmetic circuits, we mean that C' performs addition, multiplication
and subtraction over the bits of the element of X (i.e., C is an arithmetic circuit
from {0, 1}! to {0, 1}, but we are only interested in its restriction to X C {0,1}!).
The operations over the bits are performed over Z but we only consider circuits
whose output is in {0, 1}. Let € be a class of such circuits, whose size is bounded
by some polynomial (the properties of this class of circuit will not be interesting
for our attack) and let U be a universal circuit for the class €. The size of U is
also bounded by some polynomial in the security parameter. We abuse notation
by denoting by C' both a circuit of ¢ and its bit representation, that is we have
U(o,C) = C(o) for any o € X (the first C' denotes the bit representation of the
circuit while the second one represent the function computed by the circuit).

To obfuscate a circuit C' of the class €, the main idea of [19] is that the
obfuscator will produce GGH encodings of the bits of C' and of the bits of all
the possible inputs ¢ € Y. Then, to evaluate the obfuscated circuit, it suffices to
homomorphically evaluate the universal circuit U on these encodings and to test
whether the result is 0 or not. In order to prove the security of their obfuscators,
the authors of [19] added other gadgets to their obfuscator. The first idea is
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to encode the useful information only in the second slot of the GGH map (in
the ring Ry) and to use the two other slots to prevent some mixed-input attack
(where we mix the bits of two circuits). They also use straddling set systems,
like the abstract obfuscator defined in Section 3, to prevent other kind of mixed
input attacks (where we mix the bits of two inputs). We describe below in more
details how the obfuscator of [19] obfuscates a circuit C € €. In order to help
understanding what is happening, we also describe in parallel how to evaluate
the obfuscated circuit.

1. First, we encode each bit of all the possible inputs o € X (recall that we chose
| 2| to be polynomial in the security parameter, so it is possible to enumerate
all the elements of X'). For each symbol o € X and each bit position i € [I],
define Wi(}a) = [rg,l) ~w§2]s(1) and Rf,l) = [Tc(;-l)]s(l), where r((,l) is sampled
uniformly in R/gR* (and ofﬂy depends on o) and

wt) (ygl),ai,pl(-iz) € R X Ry X Rg,

io

for o; the i-th bit of o and yi(l) and pglg sampled uniformly in R; and Rg3

respectively. The level S((fl) of the encoding will be chosen to prevent mixed-
input attacks. We will go into more details about the levels of the encodings

later. These encodings Wﬁ) and RS" are made public, for i € [lJand o € X.

Note that ygl) is the same for all symbols o, this will be necessary for cor-
rectness.

2. Second, we encode the bits of the representation of the circuit C € €. We
denote by |C| the size of the bit representation of C. For each 1 < j < |C|,

define Wj(2) = [r® -wj(?)]s(z) and R® = [r®]ge), where 7(?) is sampled
uniformly in R/gR* and

w§2) = (y](2)7C]7 ‘52)) 6 R1 X R2 X R37

52) sampled

for C; the j-th bit of the representation of C and yj(?) and p
uniformly in R; and Rs respectively. Again, the level S(?) of the encoding

will be described later. These encodings W]-(Q) and R(® are made public, for
1<j<|Cl.

Once we have encodings for the bits of C' and for all the possible input values
o € X, as the universal circuit U only performs additions, subtractions and
multiplications, we can homomorphically evaluate it on the encodings. We can
always perform multiplications of encodings, it will only increase the level of the
encodings. However, there is a subtlety for addition and subtraction, as we can
only add and subtract encodings at the same level. To circumvent this difficulty,
the authors of [19] use the encodings R(?) and RSV, During the evaluation of the
universal circuit U on the encodings, we will perform computations so that for all
intermediate encodings we compute, we always have encodings of the form [r-w]g

23



and [r]g, with the same level S. At the beginning, all the encodings described
above have the desired form [r-w]g and [r]gs. If we want to multiply [rq-w;]s, and
[ro-w2]s,, we just compute the product of the encodings to get [r172 - wiwa]s,us,
and we also compute the product of the r part to obtain [rirs]s,us,. Note that
here, the union of the two sets S U So keeps multiple copies of the elements
that appear both in S; and in Sy (i.e., S1 U Sy is a multiset). If we want to add
[r1 - wi]s, and [rg - wals,, then two cases appear. If r; = ro and S; = Sa, then
add both encodings to get [ry - (w1 +w2)]s, and keep [r1]s,. Otherwise, compute
[r1]s, - [r2 - wels, + [ro]s, - [r1 - wils, = [rire - (w1 + w2)]s,us, and compute the
product [rirs]s,us,. We proceed similarly for subtraction.

With this technique, we can evaluate the circuit U on the encodings provided
by the obfuscator, independently of the levels used to encode them. Assume we
evaluate it honestly on the encodings of C' and of some input ¢ € X, we then
obtain encodings W, = [r, - w,]s, and R, = [ry]s, at some level S, for some
re € R/gR, where

wy = (y*,C(0),ps) € R1 X Ry X Ra,

for some y* € Ry and p, € Rs. Note that, as the yz(l)’s do not depend on the
input o, the value y* is the same for all o’s. We then want to annihilate the
values in the extra slots (that is y* and p,) to recover the value of C(o) by
zero-testing. To do that, the obfuscator provides two more encodings.

3. To annihilate the value in the third slot, the obfuscator output encodings
W, = [fy - @]53 and R, = [ﬁ,]g;, for all 0 € X, where 7, is sampled
uniformly in R/gR* and

w = (y,a,0),

for § and @ uniformly chosen in R; and R, respectively.

Multiplying the encoding of w, = (y*,C(0),ps) obtained above, by this
encoding of W = (y,@,0) enables us to cancel the last slot and to obtain an
encoding of W, := (y-y*,a-C(0),0). We also multiply the r parts, as described
above. Note that to cancel this third slot, the obfuscator outputs one pair of
encodings for each symbol o € X. While this may seem useless because each
encoding encodes the same w, this is in fact required to standardise the levels
of the encodings. Indeed, after evaluating the universal circuit on the encodings
of C' and o, we obtain an encoding whose level depends on o. By multiplying
with an encoding at a complementary level at this step, we can then ensure that
the level of the product is independent of o. This property will be important,
because to zero-test the final encoding, we need it to be at the maximal level S,
independently of the input o.

4. Finally, to cancel the first slot, the obfuscator provides two encodings W =
[F - w]g and R = [F]g, where 7 is sampled uniformly in R/gR* and
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Note that @, —w = 0 if and only if C'(¢) = 0. Hence, it suffices to subtract the
corresponding encodings (using the r part, because the levels of the encodings
will not match) and to zero-test the obtained encoding to determine whether
C(oc)=0o0r 1.

This completes the description of the obfuscator, together with the correct-
ness proof of the evaluation of the obfuscated program. Before describing the
mixed-input attack, we would like to insist on some properties of the obfuscator
described above.

e The levels of the encodings output by the obfuscator are chosen such that all
honest evaluations of the obfuscated circuit on some input o € X produce
encodings with the same level. This level is then chosen to be the maximal
level of the GGH map, and will be denoted by S,;. The obfuscator also
provides a zero-test parameter p,; to enable zero-test at level S,;. In the
following, the only thing that will be interesting for our attack is that a
honest evaluation of the obfuscated circuit on any input ¢ € X outputs an
encoding at level S.;, so we do not go into more details about the levels of
the encodings.

e As we already noted, the value y* obtained in the first slot after evaluating
the universal circuit on the encodings of C' and ¢ does not depend on o.
This is needed for the last step, where we subtract ¥ - y*. As we want this
to output 0 for any input (to cancel out the first slot), the value y* has to
be independent of o. This first slot prevents us from mixing the bits of the
circuit C, but does not prevent us from mixing the bits of the input o (i.e.,
changing the value of some bit during the evaluation). Mixing the bits of
the input is only prevented by the GGH map and the straddling set system
(recall that the levels of the encodings depend on the input o). This is the
kind on mixed-input attack we will be able to perform after recovering the
secret element h of the GGH map.

Differences between the DGGMM obfuscator and our simplification above. The
obfuscator of [19] obfuscates circuits from X to {0,1} for some constant c,
instead of circuits from X to {0,1} as described above. However, for our attack,
we can take the constant ¢ to be equal to 1, so we simplified a bit the description
of the obfuscator and forgot about this constant c. If needed, the attack can be
easily adapted to the case where c is a constant different from 1.

Also, the obfuscator of [19] uses an extra slot where it computes a PRF,
and which is cancelled out before zero-testing by multiplying by an encoding
of 0 in this slot (the principle is the same as for cancelling the third slot of the
obfuscator described here). This extra slot is used only in the proof of security
and does not interfere with our mixed-input attack, so we removed it from the
description above.!'®

18 This extra slot can be captured by the simplification above by taking gs to be a

product of two prime elements and changing the distribution of the elements p in
the third slot of the encodings. This has no impact on our attack.
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Finally, in the obfuscator of [19], we have @ = (¥ - y*,@,0) instead of
w = (¥ -y*,0,0). So when subtracting, we obtain at the end an encoding of
(0,&(1 —C(0)),0), which is 0 if and only if C'(c) = 1, instead of 0 if and only if
C(o) =1 as in our simplification. However, both versions are equivalent, as we
can always negate the output of the circuit. In order to be consistent with the
other obfuscators described in this article, we decided to stick with the fact that
obtaining an encoding of 0 means that the circuit outputs 0.

The DGGMM obfuscator was designed to obtain a candidate iO obfuscator
from low noise multilinear maps. To do so, the class of circuit € targeted by
the obfuscator described above is a very restrictive one (among other things,
it requires that the circuits have a constant depth and a polynomial number of
inputs). The authors then use a theorem from [29] to bootstrap their construction
for this restricted class of circuit ¢ to an obfuscator for all circuits in P/poly.

Remark. The DGGMM obfuscator is very similar to the previous circuit obfus-
cators of [4,37], and the simple circuit obfuscator described above also captures
these obfuscators. Hence, the attack described below also applies to the ob-
fuscators of [4,37], when instantiated with the GGH13 multilinear map (these
obfuscators were originally instantiated with the CLT multilinear map, as they
require composite-order multilinear maps, but they can also be instantiated with
a modified version of the GGH13 map, as observed in [19]).

5.2 The mixed-input attack

As mentioned above, the attack will consist in modifying a bit of the input o
during the computation. The idea is the same as for the attack of Section 4. We
start by recovering the secret element h of the GGH map in quantum polynomial
time, using the works of [10,13,18]. As above, we can obtain top level encodings
of 0 each time the circuit evaluates to 0, so by choosing a circuit that evaluates
to 0 sufficiently often, we can recover a basis of the ideal (h) (under Heuristic 1)
and then recover h exactly (under Conjecture 1). We then construct a new zero-
testing parameter p’, at level 25, (testing whether the numerator of an encoding
is a multiple of g2, and not only g). This first step of the attack works exactly
as described in Section 4.1 and we do not re-explain it here.

The second part of the attack (using p,, to mount a mixed input attack)
will differ from the one for the abstract branching program obfuscator. The
first difference is that in the abstract branching program obfuscator, we only
computed products of matrices. So by changing a matrix, we just changed the
final level of the encodings but all the operations remained possible (products of
encodings are always possible, whatever their levels are). Here, as we evaluate
a circuit with additions and multiplications, we must be careful. Indeed, if we
change the level of one encoding of a sum but not the other one, we will not be
able to perform the sum anymore. To circumvent this difficulty, we will use a
specific universal circuit, which ends up by a multiplication. Let U be a universal
circuit for the class of circuit . We define a new circuit U, which takes as input
a concatenation of the description of two circuits in ¥ and an input o € X and

26



computes the product of the evaluations of the two circuits on input o. More
formally, we define

U(O’, C1 . 02) = U(U, Cl) . Uv(U7 02)

The circuit U is a universal circuit for the class € - €. Note that when eval-
uating the circuit U, we finish the evaluation with a multiplication. To perform
our mixed input attack, we will evaluate U(-,C;) and U(-,C3) honestly on dif-
ferent inputs o; and oy. As each partial evaluation is honest, we can perform
all the required operations on the encodings. The dishonest computation will be
the last multiplication only.

Let 01 and oo be two distinct elements of Y. Let Cyg be a circuit that
evaluates always to 0 on Y. We also let Cp be a circuit that evaluates to 1
on o1 and to 0 otherwise and Cy; be a circuit that evaluates to 1 on o9 and to 0
otherwise. The functions computed by Cyg - Cog and by Cyy - Cqg are the same, so
these circuits are equivalent. We will now show how to distinguish the obfuscated
versions of Cyg - Cog and Cy - C1g, when using the universal circuit U. As both
circuits are equivalent, this will result into an attack against the iO security of
the obfuscator.

Objective: The obfuscator obfuscates the circuit C -Cy € {Cyo - Coo, Co1-C1o},
and we want to distinguish whether Cy - Co = Cyg - Cog or Cy - Co = Cpy - Chp.

1. The obfuscator encodes the bits of C; and Cs under the GGH map, as well
as the bits of all possible inputs o € Y. In particular, we have encodings for
01 and o3. We homomorphically evaluate U on the encodings of C; and o1,
C, and 04, Cs and o1 and Cy and 05.'? These are honest partial evaluations
of the circuit U on input oy and o2, so we can perform these evaluations (in
particular, there will not be incompatibilities of encodings levels). We obtain
four pairs of encodings (Rb,b, = [Tb,65]5,,0,s Wibs = [Tty - Whiby]s,,,, )5 fOr
b1, by € {1,2}2, where

Wpyby = (yb1 ) Cb1 (Jbz )7 pb1b2)'

Recall that the y part of the encoding does not depend on the input o, so
this is independent of b, for our notations.

2. A honest evaluator of the obfuscated program would then multiply the en-
codings W1; and Wa; (of Cy(01) and C2(01)) and the encodings W15 and Was
(of C1(o2) and Cy(02)). However, in order to distinguish which circuit has
been obfuscated, we do not perform these honest computations. Instead,
following the idea of the mixed input attack described in Section 4.2, we
compute Wiy - Was and Wiy - Wa; (and we do the same for the r part). We

then obtain two encodings Wy and Wy of

Wy = (y*,C1(01) - C2(02), pr1paz)
and g := (y*,C1(02) - Ca(01), pr2p21)

19 Recall that U(o,C) = C(o) and the universal circuit we chose is U(o,Cy - C2) =
U(O’, Cl) . U(O’7 CQ)
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at levels S11 U S99 and St2 U Sa; respectively. Note that the first slot of the
encodings contains y*, as it would for a honest evaluation.

3. We then complete the computation as if W; was an honest evaluation on oy
and Wg was_an honest evaluation on o,. That is, we first multiply W1
by ng and Wg by I/K72 to cancel the third slot. We obtain two encodings

W1 and Wg of

and Ws := (y

at levels S11 U So U S(71 and S12 U S U 5’02, respectively.

4. Finally, we cancel the first slot by subtracting W to the encodings W1 and Wg
obtained above. Note that this subtraction is between encodings that are not
at the same level (for both honest and dishonest evaluations), so the resulting
level is the union of the levels of both parts of the subtraction. We obtain
two encodings W, and Wy of

Wy = (O,a 01(0'1) . 02(0'2)70)
and wsy := (O,a 01(0'2> . Cg<0'1>70)

at levels S11 U Sao U §; US and Syp U Soq U §g\2_u S, respectively.

5. Now, we would like to zero-test the encodings W7 and W5 obtained above,
but because we mixed the inputs, the levels of the encodings are unlikely
to be Szt and we are not able to zero-test. However, we know that Sy; U
So1 U S'g1 US = 5., because the encoding obtained by honestly evaluating
the obfuscated program on oy has this level. In the same way, we know that
5’12U522 USUQUS S.+. Hence, the level of the product Wy -Ws is 25.:. Usmg
our p’, parameter, we can then test whether its numerator is a multiple of g2
or not.

e In the case where C; - Cy = Cyg - Cyg, we have w1, = 0 mod g and we =
0 mod g. Hence, their product is a multiple of g2. So the numerator of
W1 -Wsy is a multiple of g2, and the zero-test using p’, answers positively.

e In the case where Cy - Co = Cpy; - C19, we have wy; = 0 mod g and
wy # 0mod g. So the product is a multiple of ¢2 if and only if w; is
a multiple of g2, which is very unlikely (w; is obtained by subtracting
two values that are equal modulo g1, so this is a multiple of g; but this
is unlikely to be a multlple of ¢2).20 Hence, the numerator of Wy - Wy
will not be a multiple of g2 (with high probablhty)7 and the zero-test
using p’,, will fail.

We can then distinguish between the obfuscated versions of Cyg - Cyp and
Co1 - C1p in (classical) polynomial time, using our new zero-testing parame-
ter p’, obtained in quantum polynomial time.

This completes our quantum attack against the obfuscators of [4,19,37] and
the proof of Theorem 1.

20 Note that even if @1 were a multiple of g%, then, by taking pL, = (2* - ¢~*)® mod ¢,
we could mount the same kind of attack, at level 35, instead of 25.;.
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