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Abstract. Ishai, Kushilevitz, Ostrovsky and Sahai (STOC 2007, SIAM JoC 2009)
introduced the powerful “MPC-in-the-head” technique that provided a general
transformation of information-theoretic MPC protocols secure against passive
adversaries to a ZK proof in a “black-box” way. In this work, we extend this
technique and provide a generic transformation of any semi-honest secure two-
party computation (2PC) protocol (with mild adaptive security guarantees) in
the so called oblivious-transfer hybrid model to an adaptive ZK proof for any
NP-language, in a “black-box” way assuming only one-way functions. Our ba-
sic construction based on Goldreich-Micali-Wigderson’s 2PC protocol yields an
adaptive ZK proof with communication complexity proportional to quadratic in
the size of the circuit implementing the NP relation. Previously such proofs relied
on an expensive Karp reduction of the NP language to Graph Hamiltonicity (Lin-
dell and Zarosim (TCC 2009, Journal of Cryptology 2011)). We also improve our
basic construction to obtain the first linear-rate adaptive ZK proofs by relying on
efficient maliciously secure 2PC protocols. Core to this construction is a new way
of transforming 2PC protocols to efficient (adaptively secure) instance-dependent
commitment schemes.

As our second contribution, we provide a general transformation to construct a
randomized encoding of a function f from any 2PC protocol that securely com-
putes a related functionality (in a black-box way). We show that if the 2PC proto-
col has mild adaptive security guarantees then the resulting randomized encoding
(RE) can be decomposed to an offline/online encoding.

As an application of our techniques, we show how to improve the construction
of Lapidot and Shamir (Crypto 1990) to obtain a four-round ZK proof with an
“input-delayed” property. Namely, the honest prover’s algorithm does not require
the actual statement to be proved until the last round. We further generalize this to
obtain a four-round “commit and prove” zero-knowledge with the same property
where the prover commits to a witness w in the second message and proves a
statement x regarding the witness w that is determined only in the fourth round.
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1 Introduction

In this work we establish new general connections between three fundamental tasks in
cryptography: secure two-party computation, zero-knowledge proofs and randomized
encoding. We begin with some relevant background regarding each of these tasks.

Secure multiparty computation. The problem of secure multiparty computation (MPC)
[Ya086,CCD87,GMWS87,BGWS88] considers a set of parties with private inputs that
wish to jointly compute some function of their inputs while preserving certain security
properties. Two of these properties are privacy, meaning that the output is learned but
nothing else, and correctness, meaning that no corrupted party or parties can cause the
output to deviate from the specified function. Security is formalized using the simula-
tion paradigm where for every adversary A attacking a real protocol, we require the
existence of a simulator S that can cause the same damage in an ideal world, where an
incorruptible trusted third party computes the function for the parties and provides them
their output.

Honest vs. dishonest majority. Generally speaking, there are two distinct categories
for MPC protocols: (1) one for which security is guaranteed only when a majority of the
parties are honest, and (2) one for which security is guaranteed against an arbitrary num-
ber of corrupted parties. In the former category it is possible to construct “information-
theoretic” secure protocols where security holds unconditionally,! whereas in the latter
only computational security can be achieved while relying on cryptographic assump-
tions.> The former setting necessarily requires 3 or more parties while the latter can
be constructed with just two parties. In this work, we will focus on the latter setting,
considering secure two-party computation.

Semi-honest vs. malicious adversary. The adversary may be semi-honest, meaning
that it follows the protocol specification but tries to learn more than allowed, or mali-
cious, namely, arbitrarily deviating from the protocol specification in order to compro-
mise the security of the other players in the protocol. Constructing semi-honestly secure
protocols is a much easier task than achieving security against a malicious adversary.

Static vs. adaptive corruption. The initial model considered for secure computa-
tion was one of a static adversary where the adversary controls a subset of the parties
(who are called corrupted) before the protocol begins, and this subset cannot change.
A stronger corruption model allows the adversary to choose which parties to corrupt
throughout the protocol execution, and as a function of its view; such an adversary is
called adaptive. Adaptive corruptions model “hacking” attacks where an external at-
tacker breaks into parties’ machines in the midst of a protocol execution and are much
harder to protect against. In particular, protocols that achieve adaptivity are more com-
plex and the computational hardness assumptions needed seem stronger; see [CLOS02]
[KO04,CDD*04,IPS08]. Achieving efficiency seems also to be much harder.

! Namely, against computationally unbounded adversaries.

2If one is willing to provide ideal access to an oblivious-transfer functionality then
one can achieve information-theoretic security even in the honest minority setting
[GMW87,CvdGT95,IPS08].



Zero-knowledge. Zero-knowledge (ZK) interactive protocols [GMR89] are paradoxical
constructs that allow one party (denoted the prover) to convince another party (denoted
the verifier) of the validity of a mathematical statement z € L, while providing zero
additional knowledge to the verifier. Beyond being fascinating in their own right, ZK
proofs have numerous cryptographic applications and are one of the most fundamental
cryptographic building blocks. The zero-knowledge property is formalized using the
simulation paradigm. That is, for every malicious verifier V*, we require the existence
of a simulator S that reproduces a view of V* that is indistinguishable from a view when
interacting with the honest prover, given only the input z. Zero-knowledge protocols can
be viewed as an instance of secure two-party computation where the function computed
by the third-party simply verifies the validity of a witness held by the prover.

Static vs. adaptive. Just as with general secure computation, the adversary in a zero-
knowledge protocol can be either static or adaptive. Security in the presence of a stat-
ically corrupted prover implies that the protocol is sound, namely, a corrupted prover
cannot convince a verifier of a false statement. Whereas security in the presence of a
statically corrupted verifier implies that the protocol preserves zero-knowledge. Adap-
tive security on the other hand requires a simulator that can simulate adaptive corrup-
tions of both parties.

Much progress has been made in constructing highly efficient ZK proofs in the
static setting. In a recent breakthrough result, Ishai, Kushilevitz, Ostrovsky and Sa-
hai [TKOS09] provided general constructions of ZK proofs for any NP relation R (z,w)
which make a “black-box’ use of an MPC protocol for a related multiparty functionality
f, where by black-box we mean that f can be programmed to make only black-box (or-
acle) access to the relation R. Leveraging the highly efficient MPC protocols in the liter-
ature [DI06] they obtained the first “constant-rate” ZK proof. More precisely, assuming
one-way functions, they showed how to design a ZK proof for an arbitrary circuit C
of size s and bounded fan-in, with communication complexity O(s) + poly(, log s)
where k is the security parameter. Besides this, the work of [IKOS07,IKOS09] intro-
duced the very powerful “MPC-in-the-head” technique that has found numerous appli-
cations in obtaining “black-box” approaches, such as unconditional two-party compu-
tation [IPS08], secure computation of arithmetic circuits [[PS09], non-malleable com-
mitments [GLOV12], zero-knowledge PCPs [TW 14], resettably-sound ZK [OSV15] to
name a few, as well as efficient protocols, such as oblivious-transfer based cryptography
[HIKNOS,IPS08,IPS09] and homomorphic UC commitments [CDD™T15].

In contrast, in the adaptive setting, constructing adaptive zero-knowledge proofs is
significantly harder and considerably less efficient. Beaver [Bea96] showed that unless
the polynomial hierarchy collapses the ZK proof of [GMR®89] is not secure in the pres-
ence of adaptive adversaries. Quite remarkably, Lindell and Zarosim showed in [LZ11]
that adaptive zero-knowledge proofs for any NP language can be constructed assuming
only one-way functions. However, it is based on reducing the statement that needs to be
proved to an NP complete problem, and is rather inefficient. In fact, the communication
complexity of the resulting zero knowledge is O(s*) where s is the size of the circuit. A
first motivation for our work is the goal of finding alternative approaches of constructing
(efficient) adaptive ZK proofs without relying on the expensive Karp-reduction step.



Randomized Encoding (RE). The third fundamental primitive considered in this work is
randomized encoding (RE). Formalized in the works of [IK00,IK02,AIK06], random-
ized encoding explores to what extent the task of securely computing a function can
be simplified by settling for computing an “encoding” of the output. Loosely speaking,
a function ]?(x, r) is said to be a randomized encoding of a function f if the output
distribution depends only on f(z). More formally, the two properties required of a ran-
domized encoding are: (1) given the output of fon (z,7), one can efficiently compute
(decode) f(z), and (2) given the value f(z) one can efficiently sample from the distribu-
tion induced by f(as, r) where r is uniformly sampled. One of the earliest constructions
of a randomized encoding is that of “garbled circuits” and originates in the work of Yao
[Yao86]. Additional variants have been considered in the literature in the early works
of [Kil88,FKN94]. Since its introduction, randomized encoding has found numerous
applications, especially in parallel cryptography where encodings with small parallel
complexity yields highly efficient secure computation [IK00,IK02,AIK06]. (See also
[GKR08,GGP10,AIK10,GIST10,BHHI10,BHR12,App14] for other applications).

Statistical vs. Computational. Randomized encodings can be statistical or computa-
tional depending on how close the sampled distribution is to the real distribution of f
While statistical randomized encodings exist for functions computable by NC! circuits,
only computational REs are known for general polynomial-time computable function.
We refer the reader to [AIKP15] for a more detailed investigation on the class of lan-
guages that have statistical REs.

Online/offline complexity. In an online/offline setting [AIKW13], one considers an
encoding f(m,r) which can be split as an offline part fOFF(r) which only depends
on the function f, and an online part f()N (z,r) that additionally depends on input x.
This notion is useful in a scenario where a weak device is required to perform some
costly operation f on sensitive information z: In an offline phase ]?OFF(T) is published
or transmitted to a cloud, and later in an online phase, the weak device upon observing
the sample x, transmits the encoding ﬁ)N (z,7). The cloud then uses the offline and
online parts to decode the value f(z) and nothing else. The goal in such a setting is to
minimize the online complexity, namely the number of bits in ﬁ)N(m, 7). In the classic
garbled circuit construction, the online complexity is proportional to |x|poly(x) where
k is the security parameter. More recently, Applebaum, Ishai, Kushilevitz and Waters
showed in [AIKW13] how to achieve constant online rate of (1 + o(1))|z| based on
concrete number-theoretic assumptions.

A notoriously hard question here is to construct an adaptively secure RE where
privacy is maintained even if the online input z is adaptively chosen based on the offline
part. In fact, the standard constructions of garbled circuits (with short keys) do not
satisfy this stronger property unless some form of “exponentially-hard” assumption is
made [GKRO8] or analyzed in the presence of the so-called programmable random-
oracle model [AIKW13]. In fact, it was shown in [AIKW13] that any adaptively secure
randomized encoding must have an online complexity proportional to the output length
of the function. The work of Hemenway [HJO™15] provided the first constructions of
adaptively-secure RE based on the minimal assumption of one-way functions.

While the connection between RE and secure computation has been explored only
in one direction, where efficient RE yield efficient secure computation, we are not aware



of any implication in the reverse direction. A second motivation of our work is to un-
derstand this direction while better understanding the complexity of constructing secure
protocols by relying on the lower bounds established for the simpler RE primitive.

1.1 Our Contribution
In this work we present the following transformations:

1. A general construction of a static zero-knowledge proof system I1 for any NP
relation R(x,w) that makes a black-box use® of a two-party protocol 1T J(?T, carried
out between parties P; and P, for a related functionality f in the oblivious-transfer
(OT) hybrid model,* along with a (statically secure) bit commitment protocol,’ that
can be realized assuming only one-way functions. The requirement on our protocol
I JE-’T is: Perfect (UC) security against static corruptions by semi-honest adversaries.
For example, the standard versions of the known [GMWS87] protocol (denoted by
GMW) and [Ya086]’s protocol satisfy these requirements.

2. A general construction of an adaptively secure zero-knowledge proof system 11z
for any NP relation R(x,w) that makes a black-box use of a two-party protocol
HJ‘?T, carried out between parties P, and P, for a related functionality f in the
oblivious-transfer (OT) hybrid model, along with a (statically secure) bit commit-
ment protocol, that can be realized assuming only one-way functions. The require-
ments on our protocol 17 J?T are: (1) Perfect (UC) security against semi-honest par-
ties admitting a static corruption of P, and an adaptive corruption of P, and (2)
P is the sender in all OT invocations. We remark that the semi-honest version of
the GMW protocol satisfies these requirements. In fact, we will only require milder
properties than perfect privacy (namely, robustness and invertible sampleability)
and adaptive corruption (namely, one-sided semi-adaptive [GWZ09]) which will
be satisfied by the standard Yao’s protocol [ Yao86] based on garbled circuits.

3. A general construction of a randomized encoding for any function f that makes a
black-box use (a la [IKOS09]) of a two-party computation protocol 113", carried
out between parties P, and P, for a related functionality g in the OT-hybrid as-
suming only one-way functions. If we start with the same requirements as our first
transformation (namely, only security against static adversaries) then we obtain a
standard randomized encoding. However, if we start with a protocol as required in
our second transformation with the additional requirement that it admits (full) adap-
tive corruption of P, we obtain an online/offline RE. Moreover, our construction
makes a black-box use of a randomized encoding for the functionality f. Finally,
we also show how to obtain an adaptive ZK proof for an NP relation R using a

3 The functionality f can be efficiently defined by making only a black-box (oracle) access to
the NP relation R.

* Where all parties have access to an idealized primitive that implements the OT functionality,
namely, the functionality upon receiving input (so, s1) from the sender and a bit b from the
receiver, returns s, to the receiver and nothing the sender.

5 We will be able to instantiate our commitment schemes using a statistically-binding commit-
ment scheme for commitments made by the prover in the ZK protocol, and by a statistically-
hiding commitment scheme for commitments made by the verifier.



slightly stronger version of RE (that our second instantiation above will satisfy).
An important corollary we obtain here is that starting from an RE that is addition-
ally secure against adaptive chosen inputs we obtain the—so called—input-delayed
ZK proof in the static setting.

A few remarks are in order.

Remark 1. In transformations 2 and 3 we require the underlying 2PC protocol to be
one-sided semi-adaptive (where the sender is statically corrupted, and the receiver is
adaptively corrupted). This security notion is a weak requirement and almost all known
protocols that are secure in the static setting are also semi-adaptive secure. Namely, the
2PC protocols based on [Yao86] and [GMW87] are one-sided semi-adaptive secure in
our sense. In most cases, the semi-adaptive simulation can be accomplished by honestly
generating the simulation of one party and then upon adaptive corruption of the other
party, simulation can be accomplished by relying on the semi-adaptive simulation of
OT calls (which in turn can be achieved using only one-way functions).

Remark 2. Our online/offline RE based on (semi-adaptive) 2PC protocols is efficient
only for certain protocols. Looking ahead, the offline complexity of the resulting RE is
proportional to the honest algorithm of party P; and the online complexity is propor-
tional to the semi-adaptive simulation of party P». In the case of [ Yao86], applying our
transformation yields the standard RE based on garbled circuits. We note that while we
do not obtain any new constructions of RE, our transformation relates the semi-adaptive
simulation complexity of a protocol to the efficiency of a corresponding RE.

Comparison with [IKOS09]. We remark that the approach of [IKOS09] that transforms
general MPC protocols cannot be used “directly” to yield our first result concerning
static ZK. This is because all constructions presented in their work require to instantiate
the MPC protocol with at least three parties. In work subsequent to this, Ishai et. al
[IKPY16] show how to extend the [IKOS(09]-transformation to obtain our first result
in a more communication efficient way. Our second and third tranformations, allows
a strengthening of our first result to additionally achieves an input-delayed property.
We obtain this stronger property by crucially relying on the semi-adaptive simulation.
We remark that, both the approaches of [IKOS09] and [IKPY16] cannot yield such a
protocol as the views of all parties are committed to by the prover in the first round and
there is no mechanism to equivocate the views as required in the application. Another
important distinction is that we only commit to the transcript of the interaction in the
first round while [IKOS09] commits to each individual view. On the other hand, our
approach cannot be applied to information theoretic protocols as the transcript of the
interaction information theoretically binds the inputs and outputs of all parties.

1.2 Applications

We list a few of the applications of our techniques and leave it as future work to explore
the other ramifications of our transformations.

COMMIT AND PROVE INPUT-DELAYED ZK PROOFS. In [LS90], a three-round
witness-indistinguishable (WI) proof had been shown for Graph Hamiltonicity with



a special “input-delayed” property: namely, the prover uses the statement to be proved
only in the last round. Recently, in [CPS*15] it was shown how to obtain efficient input-
delayed variants of the related “Sigma protocols” when used in a restricted setting of
an OR-composition. We show that starting from a robust RE that is additionally se-
cure against adaptive inputs, we can obtain general constructions of input-delayed zero-
knowledge proofs that yield an efficient version of the protocol of [LS90] for arbitrary
N P-relations. We remark that our work is stronger than [CPS™15] in that it achieves the
stronger adaptive soundness property (which is satisfied by [LS90,FLS99]).The com-
munication complexity in our protocol depends only linearly on the size of the circuit
implementing the NP relation. As in our other transformation, this transformation will
only depend on the relation in a black-box way. Finally, we show how to realize robust
RE secure against adaptive inputs based on recent work of Hemenway et al. [HIOT 15].

The “commit-and-prove” paradigm considers a prover that first commits to a wit-
ness w and then, in a second phase upon receiving a statement x asserts whether a
particular relation R(x,w) = 1 without revealing the committed value,. This paradigm
implicit in the work of [GMW&T7], later formalized in [CLOSO02], is a powerful mecha-
nism to strengthen semi-honest secure protocols to maliciously secure ones. The MPC-
in-the-head approach of [IKOS09] shows how to obtain a commit and prove protocol
in the commitment-hybrid model thereby providing a construction that relies on the un-
derlying commitment (in turn the one-way function) in a black-box way. This has been
used extensively in several works to close the gap between black-box and non-black-
box constructions relying on one-way functions (cf. [GLOV12,GOSV14,0SV15] for a
few examples). We show that our input-delayed ZK proof further supports the commit-
and-prove paradigm. In fact, using our approach, we provide the first constructions
of commit-and-prove protocol with this property that relies on the underlying com-
mitment functionality in a black-box way. Instantiating the underlying non-interactive
commitment scheme with one-way permutation, we obtain a black-box construction of
a 4-round commit and prove protocol with the input-delayed property.

INSTANCE-DEPENDENT TRAPDOOR COMMITMENT SCHEMES. As a side result,
we show that our constructions imply instance-dependent trapdoor commitment schemes,
for which the witness w serves as a trapdoor that allows to equivocate the commitment
into any value. Specifically, this notion implies the same hiding/binding properties as
any instance-dependent commitment scheme with the additional property that the wit-
ness allows to decommit a commitment into any message. To the best of our knowledge,
our construction is the first trapdoor commitment for all NP. Prior constructions were
known only for X'-protocols [Dam10] and for Blum’s Graph-Hamiltonicity [FS89].

1.3 Our Techniques

In this section, we provide an overview of our transformations and the techniques.

Static ZK via (semi-honest) 2PC or “2PC-in-the-head”. We begin with a perfectly-
correct 2PC protocol Iy between parties Py and P; that securely implements the fol-
lowing functionality f: f(x,w1,ws) outputs 1 if and only if (x,w; ® wy) € R where
w1 and wy are the private inputs of P; and P in the two party protocol II;. We require



that the 2PC protocol admits semi-honest UC security against static corruption of P;
and Ps. Our first step in constructing a ZK proof involves the prover P simulating an
honest execution between P and P» by first sampling w; and ws at random such that
w1 B we = w, where w is the witness to the statement = and then submitting the tran-
script of the interaction to the verifier V. The verifier responds with a bit b chosen at
random. The prover then reveals the view of P, if b = 0 and the view of P, if b = 1,
namely it just provides the input and randomness of the respective parties. Soundness
follows from the perfect correctness of the protocol. Zero-knowledge, on the other hand,
is achieved by invoking the simulation of parties P; and P, depending on the guess that
the simulator makes for the verifier’s bit b.

This general construction, however, will inherit the hardness assumptions required
for the 2PC, which in the case of [Yao86] and [GMWS87] protocols will require the ex-
istence of an oblivious-transfer protocol. We next show how to modify the construction
to rely only on one-way functions. The high-level idea is that we encode the transcript
of all oblivious-transfer invocations by using a “randomized encoding” of the oblivious-
transfer functionality based on one-way functions as follows:

— For every OT call where P;’s input is (sg, s1) and Py’s input is ¢, we incorporate it
in the transcript 7 by generating a transcript containing the commitments cy and ¢y
of sg and s; using a statistically binding commitment scheme com (which can be
based on one-way functions), placing the decommitment information of ¢; in P’s
random tape.®

This protocol results in an interactive commitment phase as we rely on a statistically-
binding commitment scheme and the first message corresponding to all commitments
needs to be provided by the receiver.

Compared to [IKOS09,IPS08], we remark that our ZK proof does not provide effi-
ciency gains (using OT-preprocessing) as we require a commitment for every oblivious-
transfer and in the case of compiling [GMW87] results in O(s) commitments where s
is the size of the circuit. Nevertheless, we believe that this compilation illustrates the
simplicity of obtaining a ZK proof starting from a 2PC protocol.

Adaptive ZK via “2PC-in-the-head”. First, we recall the work of Lindell and Zarosim
[LZ11] that showed that constructing adaptively secure ZK proofs can be reduced to
constructing adaptive instance-dependent commitment schemes [BMO90,I0S97,0V08]
[LZ11]. In fact, by simply instantiating the commitments from the prover in the (static)
ZK proofs of [IKOS09] with instance-dependent commitments, we can obtain an adap-
tive ZK proof. Briefly, instance-dependent commitment schemes are defined with re-
spect to a language £ € NP such that for any statement = the following holds. If
x € L then the commitment associated with x is computationally hiding, whereas if
x ¢ L then the commitment associated with x is perfectly binding. An adaptively
secure instance-dependent commitment scheme additionally requires that there be a

® Note that, in Naor’s statistically binding commitment scheme [Na091] the decommitment in-
formation is the inverse under a pseudorandom generator that is uniformly sampled, and hence
can be placed in the random tape.



“fake” commitment algorithm which can be produced using only the statement x, but
later, given a witness w such that (x,w) € R, be opened to both 0 and 1.

First, we describe an instance-dependent commitment scheme using a (perfectly-
correct) 2PC protocol I1; engaged between parties Py and P, that securely implements
the following functionality f: f(z,w;,ws) outputs 1 if and only if (z,w; @ we) € R
where w; and wy are the private inputs of P; and P, in the two party protocol I1y.
We will require that only P receives an output and that II; is (UC) secure against the
following adversaries: (1) A semi-honest adversary .4; that statically corrupts P;, and
(2) A semi-honest adversary A, that statically corrupts P.

Given such a 2PC II; a commitment to the message 0 is obtained by committing to
the view of party P; in an interaction using I, using the simulator S; for adversary
A; as follows. The commitment algorithm runs S; on input a random string w; that
serves as the input of P;. The output of the commitment on input 0 is 7 where 7 is the
transcript of the interaction between P; and P, obtained from the view of P; generated
by S1. A commitment to 1 is obtained by running the simulator Ss corresponding to
As where the input of P; is set to a random string w. The output of the commitment
is transcript 7 obtained from the view of P, output by S,. Decommitting to 0 simply
requires producing input and output (w1, r1) for P; such that the actions of P; on input
w1 and random tape r; are consistent with the transcript 7. Decommitting to 1 requires
producing input and randomness (ws, 72) for P5 consistent with 7 and P» outputs 1 as
the output of the computation. The hiding property of the commitment scheme follows
from the fact that the transcript does not reveal any information regarding the com-
putation (i.e. transcript can be simulated indistinguishably). The binding property for
statements = ¢ L, on the other hand, relies on the perfect correctness of the protocol.
More precisely, if a commitment phase 7 is decommitted to both 0 and 1, then we can
extract inputs and randomness for P, and P, such that the resulting interaction with
honest behavior yields 7 as the transcript of messages exchanged and P» outputting 1.
Note that this is impossible since the protocol is perfectly correct and 1 is not in the
image of f forx & L.

Next, to obtain an adaptively secure instance-dependent commitment scheme we
will additionally require that 11 be secure against a semi-honest adversary As that first
statically corrupts P; and then adaptively corrupts P at the end of the execution. This
adversary is referred to as a semi-adaptive adversary in the terminology of [GWZ09].
The fake commitment algorithm follows the same strategy as committing to 0 with the
exception that it relies on the simulator S5 of A43. S3 is a simulator that first produces
a view for P and then post execution produces a view for P,. More formally, the fake
commitment algorithm sets P;’s input to a random string w; and produces P;’s view
using Sz and outputs 7 where, 7 is the transcript of the interaction. Decommitting to
0 follows using the same strategy as the honest decommitment. Decommitting to 1, on
the other hand, requires producing input and randomness for P». This can be achieved
by continuing the simulation by S3 post execution. However, to run Ss it needs to
produce an input for party P» such that it outputs 1. This is possible as the decommitting
algorithm additionally receives the real witness w for x, using which it sets P»’s input
asS wo = W D w1.



In fact, we will only require adversaries A5 and A3, as the honest commitment to 0
can rely on Ss. Indistinguishability of the simulation will then follow by comparing the
simulations by S, and S3 with a real-world experiment with adversaries A5, A3 where
the parties inputs are chosen at random subject to the condition that they add up to w
and using the fact that the adversaries are semi-honest.

We will follow an approach similar to our previous transformation to address calls
to the OT functionality. We will additionally require that P; plays the sender’s role in
all OT invocations. We note that our encoding accommodates an adaptive corruption of
P, as it enables us to equivocate the random tape of P» depending on its input ¢.

To instantiate our scheme, we can rely on [Yao86] or [GMWS87] to obtain an adap-
tive instance-dependent commitment scheme. Both commitments results in a commu-
nication complexity of O(s - poly(x)) where s is the size of the circuit implement-
ing the relation R and « is the security parameter. Achieving adaptive zero-knowledge
is then carried out by plugging in our commitment scheme into the prover’s commit-
ments in the [IKOS09] zero-knowledge (ZK) construction, where it commits to the
views of the underlying MPC protocol. The resulting protocol will have a complexity
of O(s? - poly(k)) and a negligible soundness error. We remark that this construction
already improves the previous construction of Lindell and Zarosim that requires the
expensive Karp reduction to Graph Hamiltonicity. Our main technical contribution is
showing how we can further improve our basic construction to achieve a complexity of
O(s - poly(k)) and therefore obtaining a “linear”-rate adaptive ZK proof.

RE from (semi-honest) 2PC. To construct a RE for a function f, we consider an ar-
bitrary 2PC protocol that securely realizes the related function g that is specified as
follows: g(a1,a2) = f(a; @ ag) where ay and ag are the private inputs of P; and Py
in the two party protocol I1,. We will make the same requirements on our 2PC as in
the previous case, namely, security with respect to adversaries .4; and As. The offline
part of our encoding function ]?OFF (r) is defined using the simulator S3 for adversary
As that proceeds as follows. Upon corrupting P;, Ss is provided with a random input
string a;, where the simulation is carried out till the end of the execution and tem-
porarily stalled. The output of J?OFF (r) is defined to be the simulated transcript of the
interaction between parties P, and P». Next, upon receiving the input z, the online part
fON (z, ) continues the simulation by S; which corrupts P, post execution (at the end
of the protocol execution), where P,’s input is set as ao = x @ ap and its output is
set as f(z). Finally, the output of fox(x,r) is defined by the input and random tape
of P». In essence, f(x, r) = (ﬁ)FF(r), Fox (z,7)) constitutes the complete view of Py
in an execution using II,. The decoder simply follows P,’s computation in the view
and outputs P»’s output, which should be f(x) by the correctness of the algorithm. The
simulation for our randomized encoding S relies on the simulator for the adversary A,
denoted by S,. Namely, upon receiving f(x), S simply executes So. Recalling that Sy
corrupts P», S simply provides a random string as as its input and f(z) as the output.
Finally, the offline and online parts are simply extracted from P»’s view accordingly.
Privacy will follow analogously as in our previous case.

Note that the offline complexity of our construction is equal to the communication
complexity of the underlying 2PC protocol I1,, whereas the online complexity amounts
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to the input plus the randomness complexity of P». The efficiency of our randomized
encoding ties the offline part with the static simulation of party P; and the online part
with the semi-adative simulation of P». Moreover, this protocol can be instantiated by
the [Yao86] and [GMW8&7] protocols, where the OT sub-protocols are implemented
using one-way functions as specified before. We remark that the protocol of [Yao86]
does not, in general, admit adaptive corruptions, yet it is secure in the presence of a
semi-adaptive adversary that adaptively corrupts P» after statically corrupting P;. The
[Yao86] based protocol will result in an offline complexity of O(s - poly(x)) and an
online complexity of O(n - poly(x)) where s is the size of the circuit implementing f
and n is the input length.” Whereas the [GMW87] protocol will result in an offline and
online complexities of O(s - poly(x)). While this might not be useful in the “delegation
of computation” application of randomized encoding as the online encoding is not effi-
cient, it can be used to construct an instance-dependent commitment scheme where we
are interested only in the total complexity of the encoding. Finally, we remark that if
we are not interested in an offline/online setting and just require a standard randomized
encoding we will requite /77 to be secure only against a static corruption of P> by Aj
and the honest encoding can be carried out by emulating the real world experiment (as
opposed to relying on the simulation by S3).

Next, we provide a construction of instance-dependent commitments based on on-
line/offline RE. Standard RE will not be sufficient for this and we introduce a stronger
notion of robustness for RE and show that the preceeding construction already satisfies
this. Then based on a robust RE we show how to get an instant-dependent commit-
ment scheme. In fact, we can get an adaptive instance-dependent commitment scheme
if the underlying RE has a corresponding adaptive property. Since adaptive instance-
dependent comitment schemes are sufficient to realize adaptive ZK, this provides a
transformation from RE to adaptive ZK.

“Linear”-rate adaptive ZK proof from malicious 2PC. The main drawback in our first
construction of adaptive ZK proofs was in the equivocation parameter of our instance-
dependent commitment. Namely, to equivocate one bit, we incurred a communication
complexity of O(s - poly(k)). To improve the communication complexity one needs
to directly construct an instance-dependent commitment scheme for a larger message
space {0, 1}*. We show how to construct a scheme where the communication complex-
ity depends only additively on the equivocation parameter, implying O((s + ¢)poly(x))
overhead. Combining such a scheme with the [IKOS09] ZK proof results in a protocol
with communication complexity of O(n - s - poly(k) + Y1, £; - poly(x)) where ¢; is
the length of the i*" commitment made by the prover. Setting n = w(log k) results and
using >, ¢; = s - poly(x) in an adaptive ZK proof with negligible soundness error and
complexity O(s-poly(x)). We remark here that by linear rate, we mean we obtain a pro-
tocol whose communication complexity that depends linearly on the circuit size. This
stands in contrast of the previous approach by Lindell and Zarosim [LZ11] that depends
at least cubic in the circuit size. In comparison, for the static case, [IKOS09] provide
a “constant” rate Static ZK proof, i.e. a ZK proof whose communication complexity is
O(s + poly(k)).

7 We note that the online complexity can be improved by relying on the work of [AIKW13].
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Our approach to construct an instance-dependent commitment scheme for larger
message spaces is to rely on a maliciously secure two-party computation. Specifically,
suppose that for a polynomial-time computable Boolean function f(z,y) we have a
2PC protocol 11 with parties P, and P, where P, receives the output of the computa-
tion and satisfies all the conditions required in our original transformation. In addition
we require it to satisfy statistical security against a malicious P; (in the OT-hybrid). In
fact, it suffices for the protocol to satisfy the following “soundness” condition: If there
exists no pair of inputs z, y such that f(x,y) = 1 then for any malicious Pj, the prob-
ability that an honest P, outputs 1 is at most 27, where the probability is taken over
the randomness of party P,. Then, using such a protocol, we can provide a framework
to construct an instance-dependent commitment scheme where the soundness translates
to the equivocation parameter, namely, it will be O(t) for soundness 2.

Concretely, given an input statement & we consider a protocol I that realizes func-
tion f defined by: f(wy,ws) = Liff (z,w1 B we) € R. We first describe an (incorrect)
algorithm as a stepping stone towards explaining the details of the final construction.
The commitment algorithm on input a message m, (just as in our transformation to RE)
invokes the simulator Sy that corresponds to the adversary Az, which statically cor-
rupts P, with an input set to a random string wy and output 1. Upon completing the
simulation, the committer submits to the receiver the transcript of the interaction and
Ext(r2) @ m where 7 is the randomness of P output by the simulation and Ext(-) is
a randomness extractor that extracts R — {2(t) bits where R is the length of P»’s ran-
dom tape. A decommitment simply produces m along with P,’s input and randomness
corresponding to the transcript output in the commitment phase. Intuitively, binding
follows directly from the soundness condition as no adversarial committer can produce
two different random strings for P, as the entropy of all “accessible” random tapes for
P is “extracted” out by Ext.® The fake commitment, on the other hand, relies as above
on a simulator corresponding to .A; that statically corrupts P; and adaptively corrupts
P», where instead of Ext(ry) @ m it simply sends a random string. Equivocation, on
the other hand, is achievable if the simulation can additionally access the entire space
of consistent random tapes of P and invert Ext. Several problems arise when material-
izing this framework.

The first issue is that we cannot rely on an extractor as the adversary can adaptively
decide on ry given the description of Ext. Now, since extractors are only statistically
secure, this implies that for certain (very small) set of values for ro there could be
multiple pre-images with respect to Ext. Instead, we rely on an interactive hashing
protocol [NOVY98,DHRS04,HRO7] that guarantees binding against computationally
unbounded adversaries. More precisely, an interactive hashing protocol ensures that if
the set of random tapes accessible to the adversary is at most 22~ (*) then except with
negligible probability it cannot obtain two random tapes that are consistent with the
transcript of the hashing protocol. This protocol will additionally require to satisfy an
invertible sampleability property where given an interaction it is possible to compute
efficiently a random input consistent with the transcript. We will not be able to rely on
the efficient 4-message protocol of [DHRS04] but will rely on the original protocol of

8 This is not entirely accurate and is presented just for intuition. More details are presented in
next paragraph.
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[NOVYO8] that proceeds in a linear number of rounds (linear in the message length)
where inverting simply requires solving a system of linear equations in a finite field.

Another major issue is that the space of consistent random tapes might not be “nice”
to be invertible. Namely, to adaptively decommit a fake commitment to an arbitrary
message we require that the space of consistent random tapes for P, i.e. consistent with
the transcript 7 of the protocol and the transcript of the interactive-hashing protocol
in the commitment phase, to be “uniform” over a nice domain . We thus consider a
variant of the protocol in [IPS08] so that the space of consistent random tapes will be
uniform over the bits of a specified length. While this modification solves the problem
of “nice” random tapes, it requires re-establishing a certain “soundness” condition in
the compilation of [IPS08].

As mentioned before we combine our adaptive instance-dependent commitment
scheme with the ZK protocol of [IKOS09]. We will rely on a variant where the MPC
protocol in their construction will be instantiated with the classic [BGW88] protocol,
as opposed to highly-efficient protocol of [DIO6]. The reason is that we will addition-
ally require a reconstructability property’ of the MPC protocol that can be shown to
be satisfied by [BGWS88]. Secondly, relying on this efficient variant anyway does not
improve the asymptotic complexity to beyond a linear-rate. As an independent contri-
bution we also provide a simple adaptive ZK protocol based on garbled circuits that
satisfies reconstructability but will only achieve soundness error 1/2 (see Section 6).

1.4 Perspective

Our work is similar in spirit to the work of [IKOS09,IPSO8] that demonstrated the
power information-theoretic MPC protocols in constructing statically-secure protocols.
Here, we show the power of (adaptively-secure) 2PC protocols in the OT-hybrid helps in
constructing adaptively-secure protocols and randomized encodings. Instantiating our
2PC with the standard protocols of [ Yao86] and [GMWS87] yields simple constructions
of adaptive ZK proofs and randomized encodings. While ZK can be viewed as a spe-
cial instance of a two-party computation protocol, the resulting instantiation requires
stronger assumptions (such as enhanced trapdoor permutations). On the other hand,
our transformation requires only one-way functions. As mentioned earlier, we not only
provide adaptive ZK proofs, but we obtain two new simple static ZK proofs from our
instance-based commitments.

A second contribution of our construction shows a useful class of applications for
which 2PC protocols can be used to reduce the round complexity of black-box construc-
tions. The well known and powerful “MPC-in-the-head” technique has found extensive
applications in obtaining black-box construction of protocols that previously depended
on generic Karp reductions. In many cases their approach was used to close the gap
between black-box and non-black-box constructions. In particular, their approach pro-
vided the first mechanism to obtain a commit-and-prove protocol that depended on the
underlying commitment in a black-box way. We believe that our technique yields an

® Informally, reconstructability requires that given the views of ¢ out of n players in an instance
of the protocol, and the inputs of all parties, it is possible to reconstruct the views of the
remaining parties consistent with views of the ¢ parties.
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analogous “2PC-in-the-head” technique which in addition to admitting similar commit-
and-prove protocols can improve the round complexity as demonstrated for the case
of non-malleable commitments. This is because of the input-delayed property that is
achievable for our commit-and-prove protocols.

In addition, we believe it will be useful in applications that rely on certain spe-
cial properties of the Blum’s Graph-Hamiltonicity ZK proof (BH). Concretely, we im-
prove the [LZ11] adaptive ZK proof and the input-delayed protocol from [LS90] both
of which relied on BH ZK proof. More precisely, by relying on our ZK proof based on
our instance-dependent commitment schemes that, in turn, depends on the NP relation
in a black-box way, we save the cost of the expensive Karp reduction to Graph Hamil-
tonicity. We leave it as future work to determine if other applications that rely on the
BH ZK proof can be improved (e.g., NIZK).

2 Preliminaries

We denote the security parameter by . We say that a function p : N — N is negligible
if for every positive polynomial p(-) and all sufficiently large x’s it holds that (k) <
ﬁ. We use the abbreviation PPT to denote probabilistic polynomial-time. For an
NP relation R, we denote by R, the set of witnesses of = and by Ly its associated

language. Thatis, R, = {w | (z,w) € R} and Lr = {z | Fw s.t. (z,w) € R}.

2.1 Adaptive Instance-Dependent Commitment Schemes [LLZ11]

We extend the instance-dependent commitment scheme definition of [LZ11], originally
introduced for the binary message space, to an arbitrary message space M.

Syntax. Let R be an NP relation and £ be the language associated with R. A (non-
interactive) adaptive instance dependent commitment scheme (AIDCS) for L is a tuple
of probabilistic polynomial-time algorithms (Com, Com’, Adapt), where:

— Com is the commitment algorithm: For a message m € M,, an instance = €
{0,1}*, |z| = n and a random string ~ € {0, 1}P{*D (where p(-) is a polynomial),
Com(x, m;r) returns a commitment value c.

— Com' is a “fake” commitment algorithm: For an instance z € {0, 1}* and a random
string 7 € {0, 1}(2D, Com’(z; ) returns a commitment value c.

— Adapt is an adaptive opening algorithm: Let x € L and w € R,. Forall cand r €
{0,1}7(=D such that Com’(x;7) = ¢, and for all m € M,,, Adapt(z,w,c,m,r)
returns a pair (m, r’) such that ¢ = Com(x, m;r’). (In other words, Adapt receives
a “fake” commitment c and a message m, and provides an explanation for ¢ as a
commitment to the message m.)

Security. We now define the notion of security for our commitment scheme.

Definition 21 (AIDCS) Let R be an NP relation and L = Ly. We say that (Com, Com’,
Adapt) is a secure AIDCS for L if the following holds:
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1. Computational hiding: The ensembles {Com(z,m)},cz my0,1}1+1, and {Com’(2)}ser
are computationally indistinguishable.

2. Adaptivity: The distributions {Com(x, m; Up(|1|))a m, Up(\x\) }meﬁ,wenc,me{o,l}‘m‘
and
{COI’T‘I/(.T; Up(\z|))> m, Adapt(x, W, Com’(x; Up(|m\))7 m)}zéﬂ,wE’RL,mE{O,l}\x\ are
computationally indistinguishable (that is, the random coins that are generated
by Adapt are indistinguishable from real random coins used by the committing
algorithm Com).

3. Statistical binding: For all v ¢ L, m,m’ € M\, and a commitment c, the proba-
bility that there exist r,r' for which ¢ = Com(z, m;r) and ¢ = Com(x, m';r') is
negligible in k.

2.2 Zero-Knowledge Proofs

Definition 22 (Interactive proof system) A pair of PPT interactive machines (P, V)
is called an interactive proof system for a language L if there exists a negligible function
negl such that the following two conditions hold:

1. COMPLETENESS: For every x € L,
Pr[(P, V) (x) = 1] > 1 — negl(Jz]).
2. SOUNDNESS: For every x ¢ L and every interactive PPT machine B,
Pr(B, V) (x) = 1] < negl(|a]).

Definition 23 (Zero-knowledge) Ler (P,V) be an interactive proof system for some
language L. We say that (P,V) is computational zero-knowledge if for every PPT
interactive machine V* there exists a PPT algorithm S such that

{(P, V) (@)}aee = {(S)@)}uer

where the left term denote the output of V* after it interacts with P on common input x
whereas, the right term denote the output of S on .

Input-delayed zero-knowledge proofs. We will construct zero-knowledge proofs with
an “input-delayed” property. Roughly speaking, this property allows an honest prover
to generate all messages except from the last one, without knowledge of the statement.
In such a situation, the soundness and zero-knowledge properties can additionally be re-
quired to be adaptively secure. Namely, soundness is required to hold even if the cheat-
ing prover adaptively chooses the statement (before the last message). Zero-knowledge,
in the other hand, is required to hold even if the malicious verifier chooses a (true)
statement before the last round.

Adaptive zero-knowledge. This notion considers the case for which the prover is adap-
tively corrupted. Loosely speaking, the simulator obtains a statement « € L. Moreover,
at any point of the execution, the adaptive adversary is allowed to corrupt the prover. It is
then required that zero-knowledge holds even in the presence of an adaptive adversary.
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2.3 Garbled Circuits

Our notion of garbled circuits includes an additional algorithm of oblivious generation
of a garbled circuit. Namely, given the randomness used to produce a garbled circuit
C of some circuit C, the algorithm generates new randomness that explains C as the
outcome of the simulated algorithm. We note that this modified notion of garbled cir-
cuits can be realized based on one-way functions, e.g., the construction from [LP09],
for instance when the underlying symmetric key encryption used for garbling has an ad-
ditional property of oblivious ciphertext generation (where a ciphertext can be sampled
without the knowledge of the plaintext). Then the simulated garbling of a gate produces
a garbled table using three obliviously generated ciphertexts and one ciphertext that en-
crypts the output label. We note that the ability to switch from a standard garbled circuit
to a simulated one will be exploited in our constructions below in order to equivocate a
commitment to 0 into a commitment to 1. Towards introducing our definition of garbled
circuits we denote vectors by bold lower-case letters and use the parameter n to denote
the input and output length for the Boolean circuit C.

Definition 24 (Garbling scheme) A garbling scheme Garb = (Grb, Enc, Eval, Dec)
consists of four polynomial-time algorithms that work as follows:

- (6, dk, sk) < Grb(1%, C; remw)- is a probabilistic algorithm with randomness g
that takes as input a circuit C with 2n input wires and n output wires and returns a
garbled circuit C, a set of decoding keys dk = (dky, ..., dk,) and a secret key sk.

- X := Enc(sk,x) is a deterministic algorithm that takes an input a secret key sk,
an input x and returns an encoded input X. We denote this algorithm by X =
Enc(sk, X). In this work we consider decomposable garbled schemes. Namely, the
algorithm takes multiple input bits x = (x1,...,%,), runs Enc(sk, -) on each x;
and returns the garbled inputs T through ¥, denoted by input labels.

- ¥ := Eval(C,X): is a deterministic algorithm that takes as input a garbled circuit
C and encoded inputs X and returns encoded outputs'y.

- {L,y;} := Dec(dk;, y;): is a deterministic algorithm that takes as input a decod-
ing key dk; and an encoded output y; and returns either the failure symbol 1 or
an output y;. We write { L,y} := Dec(dk,y) to denote the algorithm that takes
multiple garbled outputs y = (Y1 . .. yn), runs Dec(dk;, -) on each y; and returns
the outputs vy, through y,,.

Correctness. We say that Garb is correct if for all n € N, for any polynomial-size
circuit C, for all inputs x in the domain of C, for all (C, dk, sk) output by Grb(1*, C),
for X := Enc(sk, x) and ¥ := Eval(C,X) and for all i € [n], y; := Dec(dk;, 7;), where
(Y1, yn) = C(x).

Security. We say that a garbling scheme Garb is secure if there exists a PPT algorithm
SimGC such that for any polynomial-size circuit C, for all inputs x in the domain of C,
for all (C, dk, sk) output by Grb(1*, C) and X := Enc(sk, x) it holds that,

(C,x,dk) ~ SimGC (1%,C,y) ,where y = C(x).
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Oblivious sampling. There exists a PPT algorithm OGrb such that for any polynomial-
time circuit C and for all input/output pairs (x,y) such that C(x) =y it holds that,

{76y SIMGC (1%, C, y;7Ge5) Fre 10,13+ = {76, C, T, Ak} (.5 0Grb(1%,C x.r61n)

where (C, dk, sk) < Grb(1%, C; rgyp).

Note that correctness is perfect by our definition, which implies that a garbled circuit
must be evaluated to the correct output. We further note that this notion is achieved by
employing the point-and-permute optimization [PSSW09] to the garbling construction,
as the evaluator of an honestly generated circuit always decrypts a single ciphertext for
each gate which leads to the correct output. Furthermore, we assume that giving the
secret key it is possible to verify that the garbled circuit was honestly generated. Again,
this holds with respect to existing garbling schemes, as the secret key includes the en-
coding of all input labels which allows to recompute the entire garbling and verifying
the correctness of each gate.

2.4 Randomized Encoding

We review the definition of randomized encoding from [IK00,AIKO04].

Definition 25 (Randomized Encoding) Let f : {0,1}" — {0, 1} be a function. Then
a function f : {0,1}" x{0,1}™ — {0, 1}* is said to be a randomized encoding of f, if*

Correctness: There exists a decoder algorithm B such that for any input © € {0,1}",
except with negligible probability over the randomness of the encoding and the
random coins of B, it holds that B(f(z,Uy,)) = f(x).

Computational (statistical) privacy: There exists a PPT simulator S, such that for
any input x € {0, 1}™ the following distributions are computationally (statistically)

indistinguishable over n € N:

- {fA(xaUm)}nEN,xe{OJ}",
- {S<f<x))}n€N,z€{0,1}"'

We require our randomized encoding to satisfy some additional properties:

1. Robustness: Applebaum et al. introduced in [AIKW13] the measures of offline
and online complexities of an encoding, where the offline complexity refers to the
number of bits in the output of J/c\(l‘, r) that solely depend on r and the online
complexity refers to the number of bits that depend on both = and r. The motivation
in their work was to construct online efficient randomized encoding, where the
online complexity is close to the input size of the function. In our construction,
we are not concerned specifically with the online complexity, but we require that
there exists an offline part of the randomized encoding that additionally satisfies a
robustness property. We present the definition of robustness for boolean functions
[ as it suffices for our construction. R R
We say that f is a robust encoding of f if there exist functions forr and foy such
that f(a:, P = (Forr(r), Fox (z,7)) and, in addition, it holds that: if there exists
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no z such that f(x) = 1, then for any r, there exists no z such that B(fOFF(r), 2)
outputs 1. Intuitively, robustness ensures that if the offline part was honestly com-
puted using ﬁ)FF then there cannot exist any online part that can make the decoder
output an element not in the range of the functlon f- We remark that it is p0551ble to
rewrite any randomized encoding as ( fOFF( ), Fox (z,7)) for some functions Forr
and fON (for instance, by setting foFF to be the function that outputs the empty
string and fON = f) Nevertheless, in order for the encoding to be robust there
must exist a way to split the output bits of f(x, 7) into an offline part fOFF(T) and
online part ﬁ)N (z,7) such that they additionally satisfy the robustness property. As
mentioned before, it will not always be important for us to minimize the online
complexity, where instead we require that the encoding is robust while minimizing
the total (online+offline) complexity. We note that our definition is in the spirit of
the authenticity definition with respect to garbled schemes from [BHR12].

2. Oblivious sampling: We require an additional oblivious property, as for the def-
inition of garbling schemes, (that, looking ahead, will enable equivocation in our
instance-dependence commitment schemes where a randomized encoding of func-
tion f can be explained as a simulated encoding). We denote this algorithm by ORE
and define this new security property as follows.

For any function f as above and for all input/output pairs (z,y) such that f(z) =

it holds that, {7/, S (y; 7J)}'r’<—{0,1}* ~ {r’, ﬁ)FF(r), fON (x,7)},/ ORE(w,r) Where
r is the randomness for generating f.

In Section 5, we show how to realize a robust randomized encoding scheme based
on any two-party computation protocol (that meets certain requirements), which, in
particular is satisfied by the [Yao86] and [GMWS87] protocols. While this construction
does not achieve any “non-trivial” online complexity, it will be sufficient for our appli-
cation, as the total complexity will be O(s«). We note that garbling schemes meet our
definition of robust randomized encoding. Therefore, we have the following theorem:

Theorem 26 Assuming the existence of one-way functions. Then, for any polynomial
time computable boolean function f : {0,1}" — {0, 1}, there exists a robust random-
ized encoding scheme (fOFF, fON, 8) such that the offline complexity is O(s - poly(k))
and online complexity is O(n - poly(k)) where s is the size of the circuit computing f,
n is the size of the input to [ and k is the security parameter.

3 Warmup: Static Zero-Knowledge Proofs from 2PC

Our technique also imply static ZK proofs from any two-party protocol that provides
perfect correctness. Intuitively speaking, consider a two-party protocol that is secure in
the presence of static adversaries with perfect correctness. Then, the prover generates
the transcript of an execution where the parties’ inputs are secret shares of the witness
w. That is, the parties’ inputs are w; and ws, respectively, such that w = w; & ws.
Upon receiving a challenge bit from the verifier, the prover sends either the input and
randomness of P; or P, for which the verifier checks for consistency with respect to
the transcript, and that P» outputs 1. From the correctness of the underlying two-party
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protocol it holds that a malicious prover will not be able to answer both challenges, as
that requires generating a complete accepting view. On the other hand, zero-knowledge
is implied by the privacy of the two-party protocol. We now proceed with the formal
description of our zero-knowledge proof. Let  denote a statement in an NP language
L, associated with relation R, let C be a circuit that outputs 1 on input (z,w) only if
(z,w) € R, and let I1)" = (1, ma) denote a two-party protocol that privately realizes
C with perfect correctness; see Section 5 for the complete details of protocol 179" when
embedded with our OT encoding. Our protocol is specified in Figure 1. We note that our
protocol implies the first static zero-knowledge proof based on (the two-party variant
of) [GMWS87] and [Ya086]. In Section 5 we discuss how to rely solely on one-way
functions. In [HV16] we prove the following claim,

Static Zero-Knowledge Proof for any Language £ € NP

Inputs: A circuit C that computes the function f(z,w) = R(z,w) and a public state-
ment x € L for both. A witness w for the validity of x for the prover P.

The protocol:

1. P — V: P invokes II7" and emulates the roles of Py and P, on random shares
w1, w2 of w, and randomness 1, r2. Let 7 be the transcript of messages exchanged
between these parties. P sends 7 to the verifier.

2. V — P: The verifier sends a random challenge bit b < {0, 1}.

3. P — V: Upon receiving the bit b the prover continues as follows,

— If b = 0 then the prover sends (71, w1).
— Else, if b = 1 then the prover sends (72, w2).

4. The verifier checks that the randomness and input are consistent with 7 by emu-
lating the corresponding party. In case of emulating P, the verifier checks that it
further outputs 1.

Fig. 1. Static zero-knowledge proof for any language £ € NP

Theorem 31 Assume the existence of one-way functions. Then, the protocol presented
in Figure 1 is a static honest verifier zero-knowledge proof for any language in NP.

4 Instance-Dependent Commitments from Garbled Schemes

As a warmup, we present our first adaptive instance-dependent commitment scheme
based on our garbled circuits notion as formally defined in Section 2.3 which, in turn,
implies a construction for the binary message space {0, 1} based on one-way functions
(see more detailed discussion in Section 2.3). Let = denote a statement in an NP lan-
guage L, associated with relation R, and let C be a circuit that outputs 1 on input (z, w)
only if (z,w) € R.'° Intuitively speaking, our construction is described as follows.

19 More explicitly, we assume that the common statement z is embedded inside the circuit and
only w is given as its input.
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A commitment to the bit 0 is defined by a garbling of circuit C , i.e., Grb(C), and
a commitment to the secret key whereas a commitment to the bit 1 is defined by a sim-
ulated garbling of the circuit C with output set to 1, i.e., the garbled circuit output by
SimGC(C, 1), and a commitment the input encoding Z that is output by SimGC(C, 1).
The decommitment to the bit 0 requires revealing the secret key (all input labels) with
which the receiver checks that Grb(C) is indeed a garbling of C. On the other hand, the
decommitment to the bit 1 requires decommitting to zZ with which the receiver checks
that the simulated garbled circuit evaluates to 1. Importantly, if the committer knows a
witness w for the validity of « in £, then it can always honestly commit to a garbling of
circuit C and later decommit to both 0 and 1. For statements = € £, the hiding property
of the commitment scheme follows directly from the indistinguishability of the sim-
ulated garbled circuit and the hiding property of the underlying commitment scheme.
Whereas, for x ¢ L, the commitment is perfectly binding as even an unbounded com-
mitter cannot provide a honestly generated garbled circuit, and at the same time provide
an encoding of some input that evaluates the garbled circuit to 1 (as there exists no wit-
ness w for ). Finally, considering garbling constructions from the literature, such as
the [LP09] scheme, we note that the communication complexity of our construction for
committing a single bit equals O(s - poly(x)) where s is the circuit’s size and & is the
security parameter. In [HV16], a formal proof of the following theorem is provided.

Theorem 41 Assume the existence of one-way functions. Then, there exists a secure
adaptive instance-dependent commitment scheme for any language in NP.

5 Randomized Encoding from Two-Party Computation

In this section, we show how to construct a randomized encoding for any function f,
given a two-party computation in the oblivious transfer (OT)-hybrid. This is opposed to
prior works that have established the usefulness of randomized encoding in constructing
efficient multiparty computation [IK00,AIK04,DI06].

Let f : {0,1}™ — {0, 1} be an arbitrary polynomial-time computable function. We
define g(a,b) = f(a © b) and view g as a two-party functionality. Then let I1)" =
(71, T2) be a two-party protocol which realizes g with the following guarantees:

1. It guarantees UC security against semi-honest adversaries in the OT-hybrid that
can statically corrupt either P; or P and adaptively corrupt P». Looking ahead, we
consider two different adversaries: (1) adversary .4; that corrupts P; at the begin-
ning of the execution and adaptively corrupts P, post-execution (further denoted as
a semi-adaptive adversary [GWZ09]) and (2) adversary A5 that corrupts P, at the
beginning of the execution. We denote the corresponding simulators by S; and Ss.

2. Finally, we require that P; is the (designated) sender for all OT instances and that
the output of the computation is obtained only by Ps.

We remark that both the classic Yao’s garbled circuit construction [Yao86] and the
[GMW8&T7] protocol satisfy these conditions in the OT-hybrid. We further stress that
while garbled circuit constructions do not (in general) admit adaptive corruptions, we
show that the specific corruption by adversary A can be simulated in the OT-hybrid. In
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[HV16] we discuss these two realizations in more details. We next demonstrate how to
transform any two-party computation protocol that satisfies the properties listed above
to a randomized encoding. Our first construction will rely on trapdoor permutations to
realize the OT functionality. We then relax this requirement and show how to rely on
one-way functions. ~

Given any protocol /1] we consider a protocol I that is obtained from 1" by
replacing every OT call with the enhanced trapdoor permutation based OT protocol
of [EGLS85]. Let { frpp : {0,1}™ — {0,1}"} be a family of trapdoor permutations and
h be the corresponding hard-core predicate. More precisely,

— For every OT call where P;’s input is (so, s1) and P’s input is ¢, we require P; to
send the index of a trapdoor permutation fr,p to P5. Next, P, samples v;_; and
u; uniformly at random from {0, 1}" and sets vy = frpp(us). P sends (vg,v1) to
Py, that is followed by the message (co, ¢1) from Py to Py where ¢o = h(ug) @ so
and ¢; = h(ul) @® sy and ug = fT_DlP(Uo), Uy = fT_DlP(Ul).

We need to verify that IT satisfies all the required properties.

1. It follows from the fact that if 17" implements g with UC security against semi-

honest adversaries A; and A-, then IT achieves the same against corresponding
adversaries that corrupt the same parties and finally output the view of P,. In more
details, recall that A; corrupts P; at the beginning and P, post execution (adap-
tively). Now, since IT ;’T admits simulation of 4; in the OT-hybrid, for the same

property to hold for 11, it suffices to achieve simulation of the OT protocol where
the sender is corrupted at the beginning and the receiver is corrupted post execu-
tion. It is easy to see that the [EGLS85] protocol satisfies this requirement since the
receiver is equivocable. Next, to see that Ay can be simulated we rely on the fact
that the OT protocol described above admits (semi-honest) receiver’s simulation.
Therefore, I1 satisfies all the required properties.

2. This property directly holds as we rely on the same instructions to determine the
sender and receiver of the OT calls.

Our randomized encoding. We now proceed with the description of our robust random-
ized encoding of f as formalized in Definition 25 by specifying the functions f;pp, J/C\ON
and the simulation S. Towards describing our algorithms, we consider a real world ex-
periment carried out between parties P, and P» that engage in an execution of II with
environment Z. Let REAL7 2 (k,z,r) denote the output of Z on input x, random
tape 7z and a security parameter » upon interacting with A with random tape r 4 and
parties P, P> with random tapes r1, 12, respectively, that engage in protocol I/ where
the inputs are determined by Z andr = (rz,r4,71,72). Let REALﬁ"A’Z(Ii, x) denote
arandom variable describing REAL AZ (k, x, r) where the random tapes are chosen
uniformly. We denote by IDEAL, s = (n, x,r) the output of Z on input z, random tape
rz and security parameter s upon interacting with S and parties P;, P, running an
ideal process with random tape rs, where r = (7z,7s). Let IDEAL, s z(x, ) denote
a random variable describing IDEAL, s z(k,x,r) when the random tapes rz and s
are chosen uniformly.
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Encoding: Consider a (semi-honest) adversary .4; that corrupts P; at the beginning
of the execution. At the end of the execution, A; first sends 7 to Z where T is the
transcript of messages exchanged between P; and P». Next it (adaptively) corrupts
P, and sends (a2, 72) to Z where ay and 5 are the respective input and random-
ness used by party I%. Let S; be the corresponding simulator as guaranteed by the
properties of I1.

1. J?OFF(T): The offline encoding is obtained by running S; with randomness rs,
until it sends the first message to the environment. Recall that S; statically
corrupts P;, where upon completing the execution, S; sends the transcript of
the messages to the environment. We define the output of ]?OFF (r) to be this
output where the input a; of party P; is sampled uniformly at random. Notice
that the offline part of the encoding does not depend on the input x as required.

2. fON(x, r): To obtain the online part, we continue the execution of S; in the
execution corresponding to the transcript 7 generated by ﬁ)FF(r) Recall that
after sending 7, S; adaptively corrupts P, and sends the input and random tape
of P5 to the environment. ]?ON (z,7) continues the emulation of S, where upon
corrupting party P it feeds S; with the input of P as as = = @ a and f(x)
as the output. The simulation returns the view of P» and ﬁ)N(:zz, r) is set to
(a2, 12) where 7 is the random tape of P, output by S;.

Decoder: The decoder B on input (zorr, 2oxn) recomputes the view of P, from the
messages sent by P; to P in zopr and the input and randomness of P in zoy. It
checks if the messages sent from P» to P; are consistent with what is in zopp and
finally outputs what P, outputs in the execution.

Simulation: Consider the (semi-honest) adversary As that statically corrupts P,. At
the end of the execution Ay sends (7, (ag,72)) to Z where 7 is the transcript of
messages exchanged between P; and P» and a- and ro are the respective input
and randomness used by party P». Let Sy be the corresponding simulator. Then the
simulation algorithm of the randomized encoding & is defined as follows. Upon
receiving y = f(x), S invokes Sy where P,’s input is set to a uniformly chosen
random string as and its output is set to y. Recall that Sy outputs (7, (az,72)) at
the end of the execution. Then the output of S is defined by (Sopr, Son) Where
Sopr = T and sox = (ag,72).

~ o~

Theorem 51 Let (f(x,r),S, B) be as above. Then f(x,r) is a randomized encoding
of f with computational privacy. Assuming the existence of enhanced trapdoor permu-
tations, we obtain an encoding with offline complexity C; + p 1k and online complexity
|z| + 17 + prk where Cry is the communication complexity of 11" in the OT-hybrid,
p11 in the number of OT invocations made by Ps, r7 is the randomness complexity of
Py in IIJ" and k is the security parameter. If we instead rely on one-way functions
we achieve an encoding with offline and online complexities Crr + prrpoly(k) and
|x| + 77 + prpoly(k), respectively.

In [HV16] we discuss the relaxation to one-way functions and the proof.
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Complexity. Finally, we measure the complexity of our encoding. Note first that for
each OT call the offline encoding is a pair of image elements of the one-way permuta-
tion incurring O(x) overhead, while the online complexity is a preimage of length .
Then the offline encoding of the overall construction is the communication complexity
of IT which equals to the communication of HgT, denoted by Cyz, together with the
number of OT calls, denoted by py7, which overall yields Crr + prO(k). Moreover,
the online encoding includes P»’s input as and randomness o where the latter includes
the randomness complexity of /I and the complexity of the receiver’s randomness
for the OT invocations which is |z| + 77 + prr k. If we rely on one-way functions then
the OT calls are incorporated as commitments and incur poly(x) per invocation for the
commitment as well as the decommitment algorithms.

5.1 Corollaries and Applications

Below, we demonstrate the power of the proceeding transformation by proving lower
bounds and providing additional applications. We discuss instance-dependent commit-
ment schemes in [HV16] as well as realizations for our RE.

Input-Delayed Zero-Knowledge Proofs In this section, we extend the basic construc-
tion of instance-dependent commitment schemes from our previous construction to
additionally allow constructing input-delayed zero-knowledge proofs. We show how
randomized-encoding that is secure against adaptive chosen inputs can be used to re-
alize input-delayed zero-knowledge proofs. Then relying on the recent construction of
such a randomized encoding [HJO™15] we obtain a constant-rate input-delayed zero-
knowledge proof, namely whose communication complexity is O(s) + poly(x) where
s is the size of the circuit realizing the NP-relation and « is the security parameter.
We achieve this in two steps. First, we extend our notion of instance-dependent com-
mitment scheme to one where the actual commitment scheme do not require the input
statement. Then using such an instance-dependent commitment scheme we will show
how to realize an input-delayed zero-knowledge proofs. We provide next definitions for
the above primitives.

Our first notion is that of input-delayed instant-dependent commitment scheme.
On a high-level, this primitive is a variant of the plain instant-dependent commitment
scheme where the real and fake commitment algorithms do not require the knowledge
of the input statement in the commit phase. The statement can be adaptively chosen
based on the commit phase and will be required only in the decommit phase. Second,
we will not require an Adapt algorithm that can explain a fake commitment as an honest
commitment of any message by generating random coins for an honest committer that
would have produced the same commitment. Instead, we will only require the slightly
weaker property of the fake commitment being equivocable. Towards this, we will in-
troduce a decommitment algorithm for the honest commitment that additionally takes
as input the statement = and produces a decommitment to the corresponding message
m. The receiver then verifies the decommitment with respect to the statement . Cor-
responding to the fake commitment algorithm, we now require an algorithm that, given
the statement and the witness can reveal a commitment (i.e. produce decommitments)
to any message m.
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Definition 52 (Input-delayed IDCS) Let R be an NP relation and L be the language
associated with R. A (non-interactive) instance dependent commitment scheme (IDCS )

for L is a tuple of probabilistic polynomial-time algorithms (Com D/e_gaw Ver Com
Equiv), where:

— Com is the commitment algorithm: For a message m € M., and a random string
r € {0,137, Com(1™, m;r) returns a commitment value c where n is the length
of the input-instance and p(+) is a polynomial.

— Decom is the decommitment algorithm that on input a statement x, commitment c,
mesage m and randomness r outputs a decommitment d.

— Ver lS the verification algorithm that on input x, m, ¢, d outputs accept or reject.

- Com is a “fake” commitment algorithm: For a random string r € {0, 1}‘1(”)

Com (1™, r) returns a commitment value ¢ where n is the length of the input in-
stance and q(-) is a polynomial.

— Equiv is an equivocation algorithm: Let v € L and w € R,. For all cand r €
{0,1}94%D) such that Com’(r) = ¢, and for all m € M, Equiv(z,w,c,m,r)
outputs d such that Vgr(x, m, ¢, d) outputs accept.

The hiding property now requires that for any message m, an honest commitment and
decommitment to m be indistinguishable from a fake commitment and decommitment
to m even when the input statement is adaptively chosen after the commitment phase.
The binding property on the other hand will require that for any commitment ¢ and a
false statement = ¢ L, there exists no values m, d and m/, d’ such that Vgr(x, m,c,d) =
Ver(z,m’, c,d’) = accept. Finally, in Figure 2 we describe our input-delayed zero-
knowledge proof.

Theorem 53 Assume the existence of one-way functions. Then, the protocol presented
in Figure 2 is an input-delayed zero-knowledge proof with soundness 1/2 for any lan-
guage in NP.

See [HV16] for the proof. Finally, we need to show how our input-delayed IDCS
can be constructed from a robust randomized encoding that is secure against an adap-
tive chosen input. We begin with a randomized encoding for the following function
f: flz,w) = (R(x,w),x). Since the randomized encoding is secure against adap-
tive choice of inputs, the simulation algorithm of the RE is decomposed into two al-
gorithms, namely the offline part sorr and online part soy. Now, we can define our
commitment algorithm as follows: A commitment to 0 returns the offline part of the
encoding ]?OFF(T) whereas a commitment to 1 returns the offline part of the simulation
Sorr(r") where r and 1’ are the randomness used for the algorithms. A decommitment
to 0 requires revealing randomness showing that the commitment was generated hon-
estly using fopp(r) and a decommitment to 1 requires providing the online part soy
that along with the commitment decodes to (1,z) where z is the statement. Finally,
the fake commitment algorithm is defined as a commitment to 0. Observe that both the
honest and fake commitment algorithms do not depend on the input statement. This is
enabled by the adaptive input security of the randomized encoding. The hiding prop-
erty of the commitment for bit 0 holds directly, whereas the hiding property for the bit
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Input-Delayed Zero-Knowledge Proof for any Language £ € NP
Building block: Input delayed IDCS (C/(;Tn, D/ec\oTn, \7§r, C/Srn/, Equiv) for L.
Inputs: A circuit C that computes the function f(z,w) = (R(z,w), ).

The protocol:

1. P — V: P invokes comg <+ Cfo\r/n/(l”;r) and com; + C,(;Hﬁ,(l“;r) and sends
(comg, com1) to the verifier.
2. V — P: The verifier sends a random challenge b < {01, 10}.
3. PP — V: Upon receiving the input statement x and witness w,
— If b = 01 then the prover sends the decommitments to (comg, com) by com-
puting Equiv(z, w, como, 0, ) and Equiv(z,w,comy, 1,7).
— If b = 10 then the prover sends the decommitments to (comg, com;) by com-
puting Equiv(z, w, como, 1, r) and Equiv(z,w,comq,0, 7).
4. The verifier checks that the decommitments are valid with respect to x.

Fig. 2. Input delayed zero-knowledge proof for any language £ € NP

1 follows from the simulation property of the randomized encoding. Binding on the
other hand follows directly from the robustness property of the randomized encoding.
The complete description is given in [HV16]. We note that the work of Hemenway et al.
[HJO™ 15] shows how to obtain a randomized encoding that is secure against adaptively
chosen inputs. We show in [HV16] how to extend it to achieve the stronger robustness
property. Combining their work with our construction, we have the following corollary.

Corollary 54 Assuming the existence of one-way functions. Then for any NP-relation
R, there exists an input-delayed ZK proof with communication complexity O(s-poly(k))
where s is the size of the circuit computing the NP relation.

5.2 Commit-and-Prove Zero-Knowledge Proofs

In the “commit-and-prove” paradigm, the prover first commits to its witness and then
proves that the statement, along with the decommitment value maintains the underlying
NP relation. This paradigm has turned useful for constructing maliciously secure proto-
cols [GMW87,CLOSO02]. In this section we show how to design such an input-delayed
proof, namely, where the statement is determined only at the last round and the under-
lying commitment scheme (in turn the one-way function) is used in a black-box way.
Specifically, in this input-delaying flavour the witness is known ahead of time but not
the statement, and hence not the NP relation.

As above, we employ a robust randomized encoding that is secure in the presence
of adaptive choice of inputs, where the simulation algorithm is split into an offline and
online phases, that computes the function f,,, (z,w1) = (R(z,wp @ w1), x,w;) where
wo is hardwired into the circuit that computes this functionality. The reason we need to
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hardwire it is because the offline phase must be associated with this share. Whereas the
other share w; is output by the circuit in order to enforce the usage of the right share.

Achieving negligible soundness. In order to improve the soundness parameter of our
ZK proof we need to repeat the basic proof sufficiently many times in parallel, using
fresh witness shares each time. This, however, does not immediately work as the dis-
honest prover may use different shares for each proof instance. In order to overcome
this problem we use the [IKOS09] approach in order to add a mechanism that verifies
the consistency of the shares. Namely, suppose we wish to repeat the basic construction
in parallel N = O(t) times where t = O(k) and & is the security parameter. Formally,

— The verifier picks a random ¢-subset I of [N]. It also picks ¢ random challenge bit
{ch;}iesr and commits to them.
— The prover then continues as follows:
1. Tt first generates N independent XOR sharings of w, say {(w;,0,wi 1) }ie[n]-
2. It generates the views of 2N parties P; o and P; 1 for ¢ € [N] executing a
t-robust ¢-private MPC protocol, where P; ; has input w; ;, that realizes the
functionality that checks if w; o ® w; 1 are equal for all 4. Let V; ; be view of
party P ;.
3. Next, it computes N offline encodings of the following set of functions:

JwioVio(®win, Vin) = (b, z, w1, Vi)

for i € [N], where b = 1 if and only if R(x, w; o ® w; 1) holds and the views
Vio and V; ; are consistent with each other.
4. Finally, the prover sends:
{£r5 (i), com(ry), com(wi,o), com(wi,1 ), com(Vi ), com(Vi1) §

wi,0 1€[N]"

— The verifier decommits to all its challenges.
— For every index i in the ¢ subset the prover replies as follows:
o If ch; = 0 then it decommits to 7;, w; o and V; o. The verifier then checks if
the offline part was constructed correctly (as in our basic proof).
e If ch; = 1thenisends f~ (ri, =, w; 1) and decommits w; 1. The verifier then
runs the decoder and checks if it obtains (1, z, w; o).
Furthermore, for every index ¢, the prover decommits the views V; ., for which
the verifier checks if the MPC-in-the-head protocol was executed correctly.

Theorem 55 Assume the existence of one-way functions. Then, the above protocol is

a commit-and-prove input-delayed zero-knowledge proof with negligible soundness for
any language in NP.

6 Constructing Adaptive Zero-Knowledge Proofs

We describe next how to construct adaptive zero-knowledge proofs for all NP languages
based on our instance-dependent commitment schemes from Sections 4 and 5.
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Let = denote a statement to be proven by the prover relative to some language £ as-
sociated with relation R. Then the prover generates a garbled circuit C that takes (z,w)
and outputs 1 only if (z,w) € R, and commits to this garbling and the secret key sk
using the commitment scheme from Section 4. Next, upon receiving a challenge bit b
from the verifier, the prover continues as follow. If b = 0 then the prover decommits to
the commitment of the secret key and the garbled circuit for which the verifier verifies
the correctness of garbling. Else, if b = 1 then the prover decommits a “path” in the
garbled circuit and provides an encoding for w that evaluates the path to 1. Namely, we
consider the concrete garbling construction by [Yao86,LP09] for which each evaluation
induces a path of computation, where each gate evaluation requires the decryption of
a single ciphertext out of four ciphertexts, where this ciphertext can be part of the de-
committed information handed to the verifier when b = 1. The verifier then evaluates
the garbling on this path and checks that the outcome if 1. We note that it is not clear
how to generalize this property (where only part of the garbled circuit is decommitted)
nor the following reconstructability property for the notion of randomized encodings.

Let Garb = (Grb, Enc, Eval, Dec) denote a garbling scheme as in Section 2.3. Then,
we will require one more property that Garb should satisfy:

Reconstructability: Given any path of computation in the garbled circuit it is possible
to reconstruct the rest of the garbled circuit as being honestly generated by Grb.

We note that the [LP09] garbling scheme meets this notion. The description of our
protocol can be found in Figure 3 and the proof of the following theorem in [HV16].

Theorem 61 Assume the existence of one-way functions. Then, the protocol presented
in Figure 3 is an adaptively secure honest verifier zero-knowledge proof for any lan-
guage in NP with soundness error 1/2.

We note that the communication complexity of our protocol is O(ks?) where & is the
security parameter and s is the size of C. In the full version we extend this construction
to achieve a linear-rate adaptive ZK proof and obtain the following theorem.

Theorem 62 Assume the existence of one-way functions. Then, for any NP relation
R that can be verified by a circuit of size s (using bounded fan-in gates), there exists
an adaptive zero-knowledge proof with communication complexity O(s) - poly(k, log s)
where K is the security parameter.
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