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Abstract. Projecting bilinear pairings have frequently been used for de-
signing cryptosystems since they were first derived from composite order
bilinear groups. There have been only a few studies on the (im)possibility
of projecting bilinear pairings. Groth and Sahai showed that projecting
bilinear pairings can be achieved in the prime-order group setting. They
constructed both projecting asymmetric bilinear pairings and projecting
symmetric bilinear pairings, where a bilinear pairing e is symmetric if it
satisfies e(g, h) = e(h, g) for any group elements g and h; otherwise, it is
asymmetric.

In this paper, we provide impossibility results on projecting bilinear pair-
ings in a prime-order group setting. More precisely, we specify the lower
bounds of

1. the image size of a projecting asymmetric bilinear pairing
2. the image size of a projecting symmetric bilinear pairing
3. the computational cost for a projecting asymmetric bilinear pairing
4. the computational cost for a projecting symmetric bilinear pairing

in a prime-order group setting naturally induced from the k-linear as-
sumption, where the computational cost means the number of generic
operations.

Our lower bounds regarding a projecting asymmetric bilinear pairing
are tight, i.e., it is impossible to construct a more efficient projecting
asymmetric bilinear pairing than the constructions of Groth-Sahai and
Freeman. However, our lower bounds regarding a projecting symmetric
bilinear pairing differ from Groth and Sahai’s results regarding a symmet-
ric bilinear pairing results; We fill these gaps by constructing projecting
symmetric bilinear pairings.

In addition, on the basis of the proposed symmetric bilinear pairings, we
construct more efficient instantiations of cryptosystems that essentially
use the projecting symmetric bilinear pairings in a modular fashion. Ex-
ample applications include new instantiations of the Boneh-Goh-Nissim
cryptosystem, the Groth-Sahai non-interactive proof system, and Seo-
Cheon round optimal blind signatures proven secure under the DLIN
assumption. These new instantiations are more efficient than the previ-
ous ones, which are also provably secure under the DLIN assumption.
These applications are of independent interest.



1 Introduction

A bilinear group is a tuple of abelian groups with a non-degenerate bilinear
pairing. Projecting bilinear pairings, which are bilinear pairings with homomor-
phisms that satisfy a commutative property, have frequently been used for de-
signing cryptosystems since they were first derived from composite order bilin-
ear groups [10], though Freeman identified and named the projecting property
recently [15]. Of special interest is the Groth-Sahai non-interactive proof sys-
tem [22] and the Boneh-Goh-Nissim cryptosystem [10], both of which essentially
use the projecting property and have numerous applications in various fields
in cryptography. For example, the Groth-Sahai proofs were used to construct
ring signatures [13], group signatures [19], round optimal blind signatures [25],
verifiable shuffles [20], a universally composable adaptive oblivious transfer pro-
tocol [18], a group encryption scheme [12], anonymous credentials [7, 6], and
malleable proof systems [14]. For its part, the Boneh-Goh-Nissim cryptosystem
was used for designing private searching on streaming data [31], non-interactive
zero-knowledge [21], shuffling [5], and privacy-preserving set operations [32].

(Im)possibility of Projecting Bilinear Pairings: Although the projecting
bilinear pairings are often used for designing various cryptosystems, there have
been only a few studies on the (im)possibility of projecting bilinear pairings.
Groth and Sahai [22] demonstrated that projecting bilinear pairings can be
achieved in the prime-order group setting. They provided two distinct construc-
tions in prime-order group setting: projecting asymmetric bilinear pairings and
projecting symmetric bilinear pairings, where a bilinear pairing e is symmetric if
it satisfies e(g, h) = e(h, g) for any group elements g and h; otherwise, it is asym-
metric. On the basis of this idea of projecting bilinear pairings, they developed
non-interactive proof systems for quadratic equations over modules that can be
instantiated in composite-order bilinear groups, product groups of prime-order
bilinear groups with asymmetric bilinear pairings, and product groups of prime-
order groups with symmetric bilinear pairings. By extending Groth-Sahai’s idea,
Freeman [15] generalized Groth-Sahai’s projecting asymmetric bilinear pairings.1

Groth-Sahai and Freeman’s constructions of projecting bilinear pairings allow for
the simultaneous treatment of subgroup indistinguishability. To use projecting
bilinear pairings for designing cryptographic protocols, we need to deal with
cryptographic assumptions such as subgroup decision assumption at the same
time. Meiklejohn, Shacham, and Freeman [25] have shown some impossibility re-
sults for projecting bilinear pairings, e.g., that projecting bilinear pairings cannot
simultaneously have a cancelling property if the subgroup indistinguishability
is naturally induced from the k-linear assumption [23, 36]. Recently, Seo and
Cheon [35] proved that bilinear pairings can be simultaneously projecting and

1 Freeman identified the other property of bilinear pairings in a composite-order group
setting, called cancelling, and demonstrated how to achieve the cancelling bilinear
pairings in the prime-order group setting.

2



cancelling when the subgroup decision assumption holds in the generic group
model.2

Contribution: In this paper, our contribution is a two-fold. First, we aim to
answer the fundamental question how efficient constructions for projecting bilin-
ear pairing can be. Second, we propose a construction of projecting symmetric
bilinear pairings that can achieve the efficiency of our lower bounds and then pro-
vide several constructions of cryptosystems based on the proposal in a modular
fashion.

We focus on constructions only in the prime-order bilinear group setting since
this type of group usually supports more efficient (group and bilinear pairing)
operations than those in composite-order bilinear groups (see [15] for a detailed
comparison of composite and prime-order groups). We present several impossi-
bility results of the projecting bilinear pairings in a prime-order group setting.
More precisely, we specify the lower bound of

1. the image size of a projecting asymmetric bilinear pairing
2. the image size of a projecting symmetric bilinear pairing
3. the computational cost for a projecting asymmetric bilinear pairing, and
4. the computational cost for a projecting symmetric bilinear pairing

in a prime-order group setting naturally induced from the decisional Diffie-
Hellman (DDH) assumption, the decisional linear (DLIN) assumption, and the
k-linear assumption, where the computational cost means the number of generic
operations. In this paper, we restrict ourselves to a consideration of a framework
in which the subgroup indistinguishability in the framework relies in a natural
way on simple assumptions (i.e., the DDH, DLIN, and k-linear assumption). This
framework covers all previous constructions by Groth-Sahai and Freeman, and
this restriction on the framework has already been used in [25] to show another
impossibility result on projecting bilinear pairings. As for the computational cost
of projecting bilinear pairings, we consider a slightly restricted computational
model since there are typically several ways to perform a given operation, which
makes it very difficult to compare all possible (even unknown) ways. We have two
basic assumption in our computational model. First, we only count the number
of generic operations of the underlying elliptic curve group and the pairings −
that is, we assume that one cannot utilize information about the representation
of groups and bilinear pairing operations [37, 8]. Second, we assume that two
inputs of a projecting bilinear pairing are uniformly and independently chosen.
In special cases, an additional information about two inputs may lead to an effi-
cient alternative way of computing a pairing operation. For example, when one
computes e(g1, g2) for the two given inputs g1 and g2, where e : G×G→ Gt is
a pairing, if we knows e(g, g), a1 and a2 such that g1 = ga1 and g2 = ga2 for a
generator g of G, then we can perform one field multiplication and one exponen-
tiation in Gt instead of performing e for e(g1, g2) = e(g, g)a1a2 . Since we want to

2 Seo and Cheon’s result does not contradict Meiklejohn et al.’s result. Rather, they
showed that there is a more general class of bilinear groups than Meiklejohn et al.
considered and that some of theses can be both cancelling and projecting.
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consider the computational cost of e in general, that is, without any additional
information aside from the original two inputs, we assume that two inputs are
uniformly and independently distributed in their respective domains: Hence, our
computational model rules out special cases like the above example. Although
our computational model does not perfectly correspond to the real world, we
believe that its lower computational bounds can aid our understanding of the
projecting property and enable us to locate efficient constructions for projecting
bilinear pairings.

In this study, our lower bounds imply that Freeman’s construction of pro-
jecting asymmetric bilinear pairings is optimal: that is, it is the most efficient
construction for projecting asymmetric bilinear pairings [15]. In contrast, our
lower bounds for the projecting symmetric bilinear pairing are different from
those of Groth-Sahai [22]. We fill these gaps by constructing projecting sym-
metric bilinear pairings and demonstrating that our construction can achieve an
efficiency coincident with the lower bounds.

The proposed projecting symmetric bilinear pairings can be used to create
more efficient instantiations of cryptosystems, which essentially use projecting
property and symmetric bilinear pairings, in a modular fashion. To show that
the proposed projecting symmetric bilinear pairings can be adapted to various
cryptosystems, we apply them to three distinct cryptosystems and create new
efficient instantiations of the Groth-Sahai non-interactive proof system [22], the
Boneh-Goh-Nissim cryptosystem [10], and Seo-Cheon round optimal blind signa-
tures [35] that are provably secure under the DLIN assumption.3 The proposed
instantiation of the non-interactive proof system has a faster verification than
Groth-Sahai’s instantiation based on the DLIN assumption, and the proposed in-
stantiation of the Boneh-Goh-Nissim cryptosystem has a smaller ciphertext size
and a faster decryption algorithm than Freeman’s instantiation based on the
DLIN assumption. We can also reduce the verification costs of the Seo-Cheon
round optimal blind signatures. These applications are of independent interest.
Our new instantiation is based on the DLIN assumption so that we can im-
prove the efficiency of all subsequent protocols using Groth-Sahai’s instantiation
3 (based on the DLIN assumption).

We should note here that symmetric bilinear pairings require the use of su-
persingular elliptic curves and thus the associated bilinear groups are larger than
those with asymmetric bilinear pairings using ordinary curves (please see [16]
for a detailed comparison). However, some constructions of pairing-based cryp-
tosystems essentially use the symmetric property of bilinear pairings (e.g., Groth-
Ostrovsky-Sahai zero-knowledge proofs [21]). Therefore, the proposed projecting
symmetric bilinear pairings can be used for designing such cryptosystems.

3 The Seo-Cheon round optimal blind signature scheme can be considered a prime
order group version of the Meiklejohn-Shacham-Freeman round optimal blind sig-
nature scheme in composite order groups [25]. Since we only consider prime order
group settings in this paper, we provide a new instantiation of the Seo-Cheon scheme
instead of the Meiklejohn-Shacham-Freeman scheme.
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Modular Approach in Cryptography: Generally speaking, a modular ap-
proach for cryptosystems leads to a simple design but inefficient constructions in
comparison to an ad hoc approach. Recently, we have found a few exceptions for
structure preserving cryptography [1, 2, 11] and mathematical structures [26, 27].
Structure preserving schemes enable one to construct modular protocols while
preserving conceptual simplicity and yielding reasonable efficiency at the same
time. Structure-preserving signatures, commitments [1], and encryptions [11] re-
strict all components in schemes to group elements, so schemes can easily be
combined with Groth-Sahai proofs [22]. In a modular fashion, round optimal
blind signatures, group signatures, and anonymous proxy signatures can be de-
rived from structure preserving signatures, and oblivious trusted third parties
can be achieved due to the structure preserving encryptions. There has been
some impossibility results for structure preserving cryptography [2–4]. These
save our efforts in terms of impossible goals and widen our understanding re-
garding modular constructions.

Okamoto and Takashima [26] introduced a mathematical structure called
“dual pairing vector spaces” that can be instantiated using a product of bilinear
groups or a Jacobian variety of a supersingular curve of genus ≥ 1. On the
basis of these dual pairing vector spaces, a homomorphic encryption scheme [26],
functional encryption scheme [27, 28, 30], attribute-based signature scheme [29],
and (hierarchical) identity-based encryption scheme [24] have been proposed.

Open Problem: It would be interesting to extend the (im)possibility of the
projecting property into a wider framework than ours. Furthermore, finding
other applications of projecting pairings is also interesting.

Road Map: In Section 2, we give definitions for bilinear groups, projecting
property, and cryptographic assumptions. In Section 3, we explain our impossi-
bility results of projecting bilinear pairings. In Section 4, we show the optimality
of Groth-Sahai and Freeman’s projecting asymmetric bilinear pairings and give
our construction for optimal projecting symmetric bilinear pairings. In Section 5,
we apply the proposed projecting symmetric bilinear pairings to three distinct
cryptosystems, the Groth-Sahai non-interactive proof system, the Boneh-Goh-
Nissim cryptosystem, and the Seo-Cheon round optimal blind signatures.

2 Definition

We use notation x
$← A to mean that, if A is a finite group G, an element x is

uniformly chosen from G, and, if A is an algorithm, A outputs x by using its own
random coins. We use [i, j] to denote a set of integers {i, . . . , j}, 〈g1, . . . , gn〉 to
denote a group generated by g1, . . . , gn, and Fp to denote a finite field of prime
order p. For a map τ : TD → TR, and any subset SD of TD, τ(SD) := {τ(s)|s ∈
SD}. All values in our paper are outputs of some functions taking the security
parameter λ and ≈ denotes the difference between both sides is a negligible
function in λ.
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We use two commonly used mathematical notations internal direct sum, de-
noted by ⊕, and tensor product (Kronecker product), denoted by ⊗. For an
abelian group G, if G1 and G2 are subgroups of G such that G = G1 + G2 =
{g1 · g2|g1 ∈ G1, g2 ∈ G2} and G1 ∩ G2 = {1G} for the identity 1G of G, then
we write G = G1 ⊕ G2. If A = (ai,j) is a m1 × m2 matrix and B = (bi,j) is
an `1 × `2 matrix, the tensor product A ⊗ B is the m1`1 ×m2`2 matrix whose
(i, j)-th block is ai,jB, where we consider A⊗B as m1 ×m2 blocks. That is,

A⊗B =

 a1,1B . . . a1,m2
B

...
. . .

...
am1,1B . . . am1,m2

B

 ∈Matm1`1×m2`2(Fp).

We use several properties of the internal direct sum and tensor product. Every
element g in G has a unique representation if G = G1 ⊕G2. That is, g ∈ G can
be uniquely written as g = g1g2 for some g1 ∈ G1 and g2 ∈ G2. If two matrices
A and B are invertible, then A⊗B is also invertible and the inverse is given by
(A ⊗ B)−1 = A−1 ⊗ B−1. The transposition operation is distributive over the
tensor product. That is, (A ⊗ B)t = At ⊗ Bt. We sometimes consider a vector
over Fp as a matrix with one row.

2.1 Bilinear Groups and Projecting Bilinear Pairings

Definition 1 Let G be an algorithm that takes as input the security parameter
λ. We say that G is a bilinear group generator if G outputs a description of five
finite abelian groups (G,G1, H,H1, and Gt) and a map e such that G1 ⊂ G,
H1 ⊂ H, and e : G × H → Gt is a non-degenerate bilinear pairing; that is, it
satisfies

• Bilinearity: e(g1g2, h1h2) = e(g1, h1)e(g1, h2)e(g2, h1)e(g2, h2) for g1, g2 ∈
G and h1, h2 ∈ H,

• Non-degeneracy: for g ∈ G, if e(g, h) = 1 ∀h ∈ H, then g = 1. Similarly, for
h ∈ H, if e(g, h) = 1 ∀g ∈ G, then h = 1.

In addition, we assume that group operations in each group (G, H, and Gt), bi-
linear pairing computations, random samplings from each group, and membership-
check in each group are efficiently computable (i.e., polynomial time in λ).
If the order of output groups of G is prime p, we call G a bilinear group genera-

tor of prime order and say G1
$→ (p,G,H,Gt, ê); that is, G, H and Gt are finite

abelian groups of prime order p.
If G = H, G1 = H1, and e(g, h) = e(h, g) for all g, h ∈ G, we say that G is
symmetric. Otherwise, we say that G is asymmetric.

We define the projecting property of a bilinear pairings.

Definition 2 Let G be a bilinear group generator, and G $→ (G,G1, H,H1, Gt, e).
We say that G is projecting if there exist a subgroup G′t ⊂ Gt and three homo-
morphisms π : G→ G, π̄ : H → H, and πt : Gt → Gt such that
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1. π(G) 6= {1G}, π̄(H) 6= {1H}, and πt(e(G,H)) 6= {1t}, where 1G, 1H , and 1t
are identities of G, H, Gt, respectively.

2. G1 ⊂ ker(π), H1 ⊂ ker(π̄), and G′t ⊂ ker(πt).
3. πt(e(g, h)) = e(π(g), π̄(h)) for all g ∈ G and h ∈ H.

If G is symmetric, set π = π̄.

Note that in Definition 2 we slightly revised Freeman’s original projecting
definition to fit our purpose. First, we added a requirement for homomorphisms
to be non-trivial (first condition of Definition 2). If we allowed trivial homomor-
phisms, they would satisfy the projecting property. Since trivial homomorphisms
may not be helpful in designing cryptographic protocols, our modification is quite
reasonable. Second, our definition requires only the existence of G′t and homo-
morphisms while Freeman required them to be output [15]. Since our definition
is weaker than Freeman’s (if we ignore our first modification), our main results
(the lower bounds and optimal construction) are meaningful. Several other re-
searchers [25, 24] have used an existence definition like ours instead of Freeman’s
definition for the projecting property.

2.2 Subgroup Decision Assumption and k-Linear Assumption

Here we define subgroup decision problem and subgroup decision assumption in
the bilinear group setting, which were introduced by Freeman [15].

Definition 3 Let G be a bilinear group generator. We define the advantage of
an algorithm A in solving the subgroup decision problem on the left, denoted by
AdvSDPL

A,G (λ), as∣∣∣Pr
[
A(G,G1, H,H1, Gt, e, g)→ 1| (G,G1, H,H1, Gt, e)

$← G(λ), g
$← G

]
−Pr

[
A(G,G1, H,H1, Gt, e, g1)→ 1| (G,G1, H,H1, Gt, e)

$← G(λ), g1
$← G1

]∣∣∣.
We say that G satisfies the subgroup decision assumption on the left if, for

any PPT algorithm A, its AdvSDPL

A,G (λ) is a negligible function of the security
parameter λ.

We analogously define the subgroup decision problem on the right, the advantage
AdvSDPR

A,G of A, and the subgroup decision assumption on the right by using H
and H1 instead of G and G1.

Definition 4 We say that a bilinear group generator G satisfies the subgroup
decision assumption if G satisfies both the subgroup decision assumptions on the
left and subgroup decision assumptions on the right.

For a subgroup decision assumption in the prime-order group setting, we use
the widely-known k-linear assumption which is introduced by Hofheinz and Kiltz
and Shacham [23, 36], in the bilinear group setting. We give the formal definition
of k-linear assumption below.
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Definition 5 Let G1 be a bilinear group generator of prime order and k ≥ 1.
We define the advantage of an algorithm A in solving the k-linear problem in G,
denoted by Advk-LinG

A,G1 (λ), to be

∣∣∣Pr
[
A(G,H,Gt, e, g, ui, uaii , gb, h for i ∈ [1, k])→ 1|

(G,H,Gt, e)
$← G1(λ), g, ui

$← G, h $← H, ai
$← Fp for i ∈ [1, k], b

$← Fp
]

−Pr
[
A(G,H,Gt, e, g, ui, uaii , gb, h for i ∈ [1, k])→ 1|

(G,H,Gt, e)
$← G1(λ), g, ui

$← G, h $← H, ai
$← Fp for i ∈ [1, k], b =

∑
i∈[1,k] ai

]∣∣∣.
Then, we say that G1 satisfies the k-linear assumption in G if for any PPT
algorithm A, Advk-LinG

A,G1 (λ) is a negligible function of the security parameter.

We can analogously define the k-linear assumption in H. The 1-linear as-
sumption in G is the DDH assumption in G and the 2-linear assumption in G is
the decisional linear assumption in G [9].

3 Impossibility Results of Projecting Bilinear Pairings

In this section, we first formally define natural product groups of prime-order
bilinear groups. Next, we derive conditions for projecting bilinear groups, and
then provide our impossibility results of projecting bilinear pairings. We begin
by defining some notations that will help us to simplify explanations. For group
elements g, g1, . . . , gk+1 ∈ G, a vector −→α = (a1, . . . , ak+1) ∈ Fk+1

p , and a matrix
M = (mi,j) ∈Mat(k+1)×(k+1)(Fp), we use the notation

g
−→α := (ga1 , . . . , gak+1) ∈ Gk+1

and
(g1, . . . , gk+1)M := (

∏
i∈[1,k+1]

g
mi,1

i , . . . ,
∏

i∈[1,k+1]

g
mi,k+1

i ).

From this notation, we can easily obtain (g
−→α )M = g(

−→αM).

3.1 Bilinear Groups Naturally Induced from k-linear Assumption

In Figure 1, we provide a generator G{A`}`∈[1,m]

k for A` ∈ Mat(k+1)×(k+1)(Fp)
and ` ∈ [1,m]. When we refer to the natural construction of product groups of
prime-order bilinear groups such that the subgroup decision assumption “nat-

urally” follows from the k-linear assumption, we mean G{A`}`∈[1,m]

k .4 When we

4 Meiklejohn et al. [25] also used the word “natural” to refer to G{A`}`∈[1,m]

k . They

used G{A`}`∈[1,m]

k to show the limitation result of both projecting and cancelling:

They showed that for any A` matrices used in G{A`}`∈[1,m]

k , G{A`}`∈[1,m]

k cannot be
both projecting and cancelling with overwhelming probability, where the probability

goes over the randomness used in G{A`}`∈[1,m]

k .
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1. G{A`}`∈[1,m]

k takes the security parameter λ as input.
2. Run G1(λ)→ (p,G,H,Gt, ê).
3. Define G = Gk+1, H = Hk+1, and Gt = Gm

t .
4. Randomly choose −→x 1, . . . ,

−→x k,
−→y 1, . . . ,

−→y k ∈ Fk+1
p such that the set {−→x i}i∈[1,k]

and {−→y i}i∈[1,k] are each linearly independent.

5. Randomly choose generators g ∈ G and h ∈ H, and let G1 = 〈g
−→x 1 , . . . , g

−→x k 〉 and
H1 = 〈h

−→y 1 , . . . , h
−→y k 〉.

6. Define a map e : G × H → Gt as an m-tuple of maps e(·, ·)` for ` ∈ [1,m] as
follows:

e((g1, . . . , gk+1), (h1, . . . , hk+1))` :=
∏

i,j∈[1,k+1]

ê(gi, hj)
a
(`)
i,j ,

where A` = (a
(`)
ij ) ∈Mat(k+1)×(k+1)(Fp) for ` ∈ [1,m].

7. Output description of (p,G,G1, H,H1, Gt, e); each group description has its gen-
erators only. (e.g., G1’s description has g

−→x 1 , . . . , g
−→x k , but −→x i is not contained in

the description of G1.)

Fig. 1. Description of G{A`}`∈[1,m]

k

consider the subgroup decision assumption, which is induced from the k-linear

assumption, to mean that, given g, it is hard to determine if g
$← G1 or g

$← G,
G is a rank-(k + 1) Fp-module, and G1 is a randomly chosen rank-k submodule
of G. For any matrices A1, . . . , Am in Mat(k+1)×(k+1)(Fp), a group generator

G{A`}`∈[1,m]

k satisfies the subgroup decision assumption if the underlying prime-
order bilinear group generator G1 satisfies the k-linear assumption.

Theorem 1 [15, Theorem 2.5] If G1 satisfies the k-linear assumption in G and

H, G{A`}`∈[1,m]

k satisfies the subgroup decision assumption regardless the choice
of {A`}`∈[1,m].

Note that G{A`}`∈[1,m]

k contains Groth-Sahai’s constructions based on the
DDH assumption (k = 1) and the DLIN assumption (k = 2).

3.2 Conditions for Symmetric Property

A bilinear pairing e of G{A`}`∈[1,m]

k in Figure 1 can be rewritten, using matrix
notation, as

e(g
−→x , h

−→y )` = ê(g, h)
−→x A`

−→y t

where −→x is considered to be a 1× (k + 1) matrix, and −→y t is considered to be a
(k + 1)× 1 matrix.

If G1 is a symmetric bilinear group generator of prime-order, then one may

think that G{A`}`∈[1,m]

k is also a symmetric bilinear group generator. However,
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not all bilinear groups with underlying symmetric bilinear pairings ê do satisfy
symmetric property. The following theorem shows the necessary and sufficient

condition of {A`}`∈[1,m] for G{A`}`∈[1,m]

k to be symmetric, that is, e(g, h) = e(h, g)
for any group elements g and h.

Theorem 2 G{A`}`∈[1,m]

k is symmetric if and only if G = H, g = h, −→x i = −→y i
for all i ∈ [1, k], and A` is symmetric for all ` ∈ [1,m], where G,H, g, h,−→x i and
−→y i are defined in the description of G{A`}`∈[1,m]

k .

Because of space constraints, we give the proof of Theorem 2 in the full version
of this paper.

3.3 Necessary Condition for Projection Property

Using a tensor product ⊗, we can further simplify e computation as follows: Let

B be a (k + 1)2 ×m matrix such that B’s ((i − 1)(k + 1) + j, `) entry is a
(`)
i,j ,

where A` = (a
(`)
i,j ). Then,

e(g
−→x , h

−→y ) = (e(g
−→x , h

−→y )1, . . . , e(g
−→x , h

−→y )m)

= (ê(g, h)
−→x A1

−→y t

, . . . , ê(g, h)
−→x Am

−→y t

) = ê(g, h)(
−→x⊗−→y )B .

From now, we use a notation GBk as well as G{A`}`∈[1,m]

k to denote a bilinear group
generator naturally induced from the k-linear assumption, where B is defined
by {A`}`∈[1,m] as above. This notation is well-defined since there are one-to-one
correspondence between B and {A`}`∈[1,m].

We give a necessary condition of B for GBk to be projecting in Lemma 1. This
lemma says that if G = G1⊕G2 and H = H1⊕H2, then e(G2, H2) should have
at least an element not contained in the subgroup generated by other parts of
images.

Lemma 1 1. If GBk is asymmetric (that is, GBk
$→ (p,G,G1, H,H1, Gt, e)) and

projecting, for decompositions G = G1 ⊕ G2 and H = H1 ⊕ H2 it satisfies
that e(G2, H2) 6⊂ D, where D is the smallest group containing e(G1, H) and
e(G,H1).

2. If GBk is symmetric (that is, GBk
$→ (p,G,G1, Gt, e)) and projecting, for any

decomposition G = G1 ⊕ G2 it satisfies that e(G2, G2) 6⊂ D, where D is the
smallest group containing e(G,G1).

Proof. (1) Suppose that GBk is projecting. Then, there exist three homomor-
phisms π, π̄, and πt. Since π and π̄ are non-trivial homomorphisms, G1 and H1

are proper subgroups of G and H, respectively. Since G1 and H1 are proper sub-
groups, for any decompositions G = G1⊕G2 and H = H1⊕H2, {1G} 6= G2 ⊂ G
and {1H} 6= H2 ⊂ H. We show that G1, G2, H1, and H2 satisfy the condition
in the theorem. By definition of D, D is a group generated by all elements in
e(G1, H) and e(G,H1) so that every element in D can be written as a product of
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elements in e(G1, H) and e(G,H1) (though it is not uniquely written). For any
g1 ∈ G1, h1 ∈ H1, g ∈ G, and h ∈ H, πt(e(g1, h)e(g, h1)) is equal to 1t since

πt(e(g1, h))πt(e(g, h1)) = e(π(g1), π̄(h))e(π(g), π̄(h1)) = e(1G, π̄(h))e(π(g), 1H).

We can see that by homomorphic property of πt, πt(D) = 1t. If e(G2, H2) ⊂ D,
then e(G,H) ⊂ D ⊂ ker(πt). That is a contradiction of πt’s non-trivial condition.

(2) We can prove similarly as (1). Essential proof idea is same to (1). Thus,
we omit it. �

For our impossibility results regarding the image size and computational cost,
we will focus on the (k + 1)2 × m matrix B of GBk . All non-zero entries in B
imply ê-computations (bilinear pairing ê of underlying bilinear group generator
G1) and the lower bound of m implies the lower bound of the image size of
bilinear pairings. We compute the lower bound of the rank of B of GBk , where
GBk is asymmetric and projecting, by using the necessary condition of projecting
property in Lemma 1. For projecting symmetric bilinear pairings, the overall
strategy is similar to those of projecting asymmetric bilinear pairings except
that symmetric bilinear pairings have the special form of B as mentioned in
Theorem 2. We give the formal statement below.

Lemma 2 The following statements about GBk are true with overwhelming prob-
ability, where the probability goes over the randomness used in the GBk .

1. If GBk is asymmetric and projecting, then B has (k+1)2 linearly independent
rows.

2. If GBk is symmetric and projecting, then B has (k+1)(k+2)
2 linearly indepen-

dent rows.

Proof. (1) Let GBk be a projecting asymmetric bilinear group generator. Let
(G,G1, H,H1, Gt, e) be the output of GBk and G and H be decomposed by
G = G1 ⊕ G2 and H = H1 ⊕ H2, respectively for some subgroups G2 and
H2. Then, G1 = 〈g−→x 1 , . . . , g

−→x k〉, H1 = 〈h−→y 1 , . . . , h
−→y k〉, G2 = 〈g−→x k+1〉, and

H2 = 〈h−→y k+1〉 for some sets of linearly independent vectors {−→x i}i∈[1,k+1] and
{−→y i}i∈[1,k+1]. Let X be a (k + 1) × (k + 1) matrix over Fp with −→x i as its i-th
row, and Y be a (k + 1)× (k + 1) matrix over Fp with −→y i as its i-th row. Note
that X and Y are invertible. Since B is a (k + 1)2 ×m matrix for some m, B
can have at most (k + 1)2 linear independent rows.

Suppose that B has less than (k+ 1)2 linearly independent rows. We observe
that

e(G2, H2) = 〈e(g
−→x k+1 , h

−→y k+1)〉 = 〈ê(g, h)(
−→x k+1⊗−→y k+1)B〉 = 〈ê(g, h)

−→e (k+1)2 (X⊗Y )B〉,

and similarly

D = 〈ê(g, h)
−→e 1(X⊗Y )B , . . . , ê(g, h)

−→e (k+1)2−1(X⊗Y )B〉,

11



where −→e i is the i-th canonical vector of F(k+1)2

p . Now, we show that there exists

a non-zero vector −→c ∈ F(k+1)2

p with a non-zero in the (k+1)2-th entry such that
−→c · (X ⊗ Y )B =

−→
0 ∈ Fmp . The existence of such a vector −→c implies that the

(k + 1)2-th row of (X ⊗ Y )B can be represented by the linear combination of
upper rows of (X⊗Y )B so that e(G2, H2) ⊂ D. Then, it would be a contradiction
with Lemma 1.

By hypothesis (rank(B) < (k + 1)2), there exists a non-zero vector −→r ∈
F(k+1)2

p such that −→r B =
−→
0 ∈ Fmp . For such an −→r , we show that −→r (X−1⊗Y −1)

satisfies conditions for it to be −→c aforementioned. First, we obtain −→r (X−1 ⊗
Y −1) · (X ⊗Y )B = −→r B =

−→
0 . Next, we argue that −→r (X−1⊗Y −1)’s (k+ 1)2-th

entry is non-zero with overwhelming probability, where the probability goes over
the randomness used in GBk (to choose −→x 1, . . . ,

−→x k,−→y 1, . . . ,
−→y k). We consider

the (k+ 1)-th column vector x̂t of X−1 such that x̂ is orthogonal to all upper k
rows of X. Denote the orthogonal complement of 〈−→x 1, . . . ,

−→x k〉 by 〈−→w 〉. Then,
x̂t is a non-zero vector in 〈−→w 〉. By definition of GBk , −→x 1, . . . ,

−→x k are randomly
chosen so that −→w is also uniformly distributed in Fk+1

p . Similarly, the (k+ 1)-th

column vector ŷt of Y −1 is a non-zero vector in 〈−→y 1, . . . ,
−→y k〉⊥ := 〈−→z 〉, and

−→z is uniformly distributed in Fk+1
p . The (k + 1)2-th entry of −→r (X−1 ⊗ Y −1)

is −→r (x̂t ⊗ ŷt), and it is a non-zero constant multiple of −→r (−→w ⊗ −→z )t. By the
first statement of Lemma 3, which is given below, −→r (−→w ⊗−→z )t is non-zero with
overwhelming probability. Therefore, we complete the proof of the first statement
of theorem.

(2) We can prove the second statement of theorem by using the second statements
of Lemma 1 and Lemma 3. The overall strategy is same to the proof of the first
statement of theorem. The key observation of the proof of the second statement
is that B has a special form due to Theorem 2. We leave the detail of the proof
of the second statement in the full version. �

Lemma 3 Let V be a subspace of F(k+1)2

p generated by {−→a i,j}1≤i≤j≤k+1, where
−→a i,j is a vector with 1 in the (i−1)(k+1)+j-th entry, −1 in the (j−1)(k+1)+i-th
entry, and zeros elsewhere.

1. For any non-zero vector −→r ∈ F(k+1)2

p , Pr[−→r · (−→w ⊗−→z )t = 0] ≤ 2
p , where the

probability goes over the choice of vectors −→w , −→z ∈ Fk+1
p .

2. For any vector −→r ∈ F(k+1)2

p \ V , Pr[−→r · (−→w ⊗ −→w )t = 0] ≤ 2
p , where the

probability goes over the choice of a vector −→w ∈ Fk+1
p .

We can prove Lemma 3 by using the Schwartz-Zippel lemma [33] and leave a
detailed proof in the full version.

3.4 Impossibility of Projecting Property

Basing on Lemma 2, we derive our main theorem on the impossibility results of
projecting bilinear pairings. We begin with explaining our computational model
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for the lower bounds of computational cost of projecting bilinear pairings. In
our computational model, we assume two things: First, one who computes pro-
jecting bilinear pairings e can not utilize the representation of the underlying
bilinear pairing ê and groups G,H, and Gt over which ê is defined. Note that
we rule out techniques for multi-pairings [34, 17] in our computational model.
This assumption is same to that of the generic group model [37], in particular,
generic bilinear group [8]. In [37, 8], the generic (bilinear) group model is used
to show the computational lower bounds of attacker solving number theoretic
problems such as the discrete logarithm problem and q-strong Diffie-Hellman
problem. Second, two inputs are uniformly and independently chosen so that
any relations with two inputs are unknown. In special cases such that a relation
with two inputs are known, there are several alternative way to compute bilinear
pairings. For example, one knowing g1, h1, e(g, h), and a relation g1 = g2 and
h1 = h3 can compute e(g1, h1) by performing e(g, h)6 instead of performing a
bilinear pairing. Since we want to consider the computational cost of e without
using any additional information of two inputs, we assume that two inputs are
uniformly and independently distributed in their respective domains. We provide
our main theorem below.

Theorem 3 (Lower Bounds) The following statements about GBk are true with
overwhelming probability, where the probability goes over the randomness used
in the GBk .

1. The image size of a projecting asymmetric bilinear pairing is at least (k+1)2

elements in Gt.
2. The image size of a projecting symmetric bilinear pairing is at least (k+1)(k+2)

2
elements in Gt.

3. Any construction for a projecting (asymmetric or symmetric) bilinear pairing
should perform at least (k + 1)2 computations of ê in our computational
model.

Proof. (1) Suppose that GBk is asymmetric and projecting. Since a (k + 1)2 ×m
matrix B has at least (k + 1)2 linearly independent rows by Lemma 2, m ≥
(k + 1)2. This implies that Gt = Gmt consists of m (≥ (k + 1)2) elements in Gt.

(2) If GBk is symmetric and projecting, then (k + 1)2 ×m matrix B has at

least (k+1)(k+2)
2 linear independent rows by Lemma 2. Thus, m ≥ (k+1)(k+2)

2 ;

hence, an element in Gt = Gmt is m (≥ (k+1)(k+2)
2 ) elements in Gt.

(3) First, we show that for two inputs g = (g1, . . . , gk+1) ∈ G and h =
(h1, . . . , hk+1) ∈ H, projecting (asymmetric or symmetric) pairings require com-
puting all ê(gi, hj) for all i, j ∈ [1, k+1]. To this end, it is sufficient to show that

every row in the matrix B is non-zero. (Recall that e(g
−→w , h

−→z ) = ê(g, h)(
−→w⊗−→z )B

and if every row in B is non-zero, then ê(gwi , hzj ) should be computed at least
one time.) If a group generator GBk is projecting and asymmetric, then the rank
of B is (k+1)2 by Lemma 1. Since B has (k+1)2 rows, there is no zero rows. If a

group generator GBk is projecting and symmetric, then the rank of B is (k+1)(k+2)
2
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by Lemma 1. We know that the matrix B of symmetric bilinear group generators

has the special form by Theorem 2. From Theorem 2, some k(k+1)
2 rows in B

have respective same rows in B. Since B has (k+ 1)2 rows and (k+ 1)2− k(k+1)
2

is equal to the rank of B, every row in B has at least one non-zero entry.
Next, we show that computing ê(gi, hj) cannot be generally substitute by a

product of other ê(gi′ , hj′) for i′ ∈ [1, k + 1] \ {i} and j′ ∈ [1, k + 1] \ {j} in our
computational model. To this end, it is sufficient to show that for any non-zero

vector −→r = (r1, . . . , r(k+1)2) ∈ F(k+1)2

p ,

Pr
g

$←G,h $←H

[ ∏
i,j∈[1,k+1]

ê(gi, hj)
r(i−1)(k+1)+j = 1Gt

]
≈ 0.

For two random inputs g
−→w and h

−→z ,∏
i,j∈[1,k+1]

ê(gwi , hzj )r(i−1)(k+1)+j = ê(g, h)(
−→w⊗−→z )−→r t

,

where −→w = (w1, . . . , wk+1) ∈ Fk+1
p and −→z = (z1, . . . , zk+1) ∈ Fk+1

p . Since −→r t is

a non-zero vector in F(k+1)2

p , (−→w ⊗−→z )−→r t 6= 0 with overwhelming probability by
Lemma 3, and hence we obtain the desired result such that∏

i,j∈[1,k+1]

ê(gwi , hzj )r(i−1)(k+1)+j 6= 1Gt

with overwhelming probability.
Therefore, all projecting bilinear pairings require at least (k+1)2 ê-computations.

�

4 Optimal Projecting Bilinear Pairings

In this section, we show that our lower bounds are tight; for projecting asym-
metric bilinear pairing, we show that Groth-Sahai and Freeman’s constructions
are optimal (in our computational model), and for projecting symmetric bilin-
ear pairing, we propose a new construction achieving optimal efficiency (in our
computational model).

Definition 6 Let GBk be a projecting asymmetric (symmetric, resp.) bilinear
group generator. If the bilinear pairing e consists of (k + 1)2 ê-computation in

our computational model and Gt = G(k+1)2

t (Gt = G
(k+1)(k+2)

2
t , resp.), we say

that GBk is optimal.

We can define GBk by defining a (k+ 1)2 ×m matrix B, or equivalently a set
of (k + 1) × (k + 1) matrices {A`}`∈[1,m]. For a projecting asymmetric bilinear
group generator, we define B as I(k+1)2 , where I(k+1)2 is the identity matrix

in GL(k+1)2(Fp). Note that G
I(k+1)2

k is exactly equal to Freeman’s projecting
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asymmetric bilinear group generator [15] (We can easily check that G
I(k+1)2

k does
not satisfy the symmetric property due to Theorem 2). Theorem 3 implies that

G
I(k+1)2

k is optimal. Therefore, we obtain the following theorem.

Theorem 4 G
I(k+1)2

k is an optimal projecting asymmetric bilinear group gener-
ator.

G
I(k+1)2

k covers one of the most interesting cases k = 1: GI41 is optimal.5

4.1 Optimal Projecting Symmetric Bilinear Pairings

We propose an optimal projecting symmetric bilinear group generator GBk by
defining B (equivalently A1, . . . , Am). Let a set S be {(i, j) ∈ [1, k + 1]× [1, k +

1]|1 ≤ j ≤ i ≤ k + 1}. We consider a map τ : S → [1, (k+1)(k+2)
2 ] defined by

(i, j) 7→ i(i−1)
2 + j.

Lemma 4 τ is a bijective map.

We give the proof of Lemma 4 in the full version.

Description of A` (equivalently B) for optimal projecting symmetric

bilinear pairings: Let τ−1(`) = (i, j). For each ` ∈ [1, (k+1)(k+2)
2 ], A` = (a

(`)
s,t)

is defined as a (k + 1)× (k + 1) matrix with{
1 in the entry (i, j) and zeros elsewhere if i = j,
1 in the entries (i, j) and (j, i), and zeros elsewhere otherwise .

We give an example to easily explain the proposal.

Example 1. For k = 2, define

A1 =

1 0 0
0 0 0
0 0 0

 , A2 =

0 1 0
1 0 0
0 0 0

 , A3 =

0 0 0
0 1 0
0 0 0

 ,

A4 =

0 0 1
0 0 0
1 0 0

 , A5 =

0 0 0
0 0 1
0 1 0

 , A6 =

0 0 0
0 0 0
0 0 1

 .

�

Define B as a (k + 1)2 × (k+1)(k+2)
2 matrix such that B’s ((s− 1)n+ t, `) entry

is a
(`)
s,t for s, t ∈ [1, k + 1] and ` ∈ [1, (k+1)(k+2)

2 ]. (Then, we implicitly define

Gt = G
(k+1)(k+2)

2
t .) By using the matrix B, we can construct a bilinear group

generator GBk .

Next, we show that a group generator GBk , where B is defined as above, is an
optimal projecting symmetric bilinear group generator. The following Theorem 5
provides the desired result.

5 Freeman used the notation GP , which is equivalent to our notation GI41 .
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Theorem 5 Let GBk be a bilinear group generator with restrictions such that

G = H, g = h, −→x i = −→y i for all i ∈ [1, k], and B is a (k + 1)2 × (k+1)(k+2)
2

matrix defined as above. Then, GBk is an optimal projecting symmetric bilinear
group generator with overwhelming probability, where the probability goes over
the randomness used in GBk .

We leave the proof of Theorem 5 in the full version.
Our definition of projecting requires only the existence of homomorphisms

satisfying some conditions. However, some applications (ex: Boneh-Goh-Nissim
cryptosystem [10, 15]) require that such homomorphisms are efficiently com-
putable. We provide the way how to construct efficiently computable homo-
morphisms (precisely, natural projections) satisfying projecting property in the
full version.

Example 2. For k = 2, we can construct an optimal projecting symmetric bi-
linear group generator by using the matrices in example 1. We denote such a
bilinear group generator by GB∗2 , where B∗ is a 9 × 6 matrix defined by the
A1, . . . , A6 matrices in example 1.

B
∗
=



1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 1 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 0 1 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1



for GB
∗

2

By Theorem 5, GB∗2 is optimal projecting symmetric: Since B∗ is a 9×6 matrix,
the target group Gt is equal to G6

t . Moreover, B∗ has nine 1’s in the entries and
zeros elsewhere so that bilinear pairing e requires 9 ê-computations (without any
exponentiations).

5 Application

On the basis of our optimal projecting symmetric bilinear pairings, we derive
new instantiations of three distinct cryptosystems with improved efficiency. In
particular, we apply the projecting symmetric bilinear group generator GB∗2 in
the example 2 for the Groth-Sahai non-interactive proof system, the Boneh-
Goh-Nissim Cryptosystem, and the Seo-Cheon round optimal Blind signature
scheme. Because of space constraints, we leave details in the full version.
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