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Abstract. This paper presents a hierarchical predicate encryption (HPE)
scheme for inner-product predicates that is secure (selectively attribute-
hiding) in the standard model under new assumptions. These assump-
tions are non-interactive and of fixed size in the number of adversary’s
queries (i.e., not “g-type”), and are proven to hold in the generic model.
To the best of our knowledge, this is the first HPE (or delegatable PE)
scheme for inner-product predicates that is secure in the standard model.
The underlying techniques of our result are based on a new approach on
bilinear pairings, which is extended from bilinear pairing groups over
linear spaces. They are quite different from the existing techniques and
may be of independent interest.

1 Introduction

1.1 Background

The notion of predicate encryption (PE) was explicitly presented by Katz, Sahai
and Waters [16] as a generalized (fine-grained) notion of encryption that cov-
ers identity-based encryption (IBE) [2,3,5,9,10,15], hidden-vector encryption
(HVE) [7] and attribute-based encryption (ABE) [1,13,19-21].

Informally, secret keys in a predicate encryption scheme correspond to pred-
icates in some class F, and a sender associates a ciphertext with an attribute in
a set X; a ciphertext associated with the attribute I € X' can be decrypted by
secret key sky corresponding to the predicate f € F if and only if f(I) = 1.

In addition, a stronger security notion for PE, attribute-hiding, than ba-
sic security requirement, payload-hiding, was defined in [16]. Roughly speaking,
attribute-hiding requires that a ciphertext conceal the associated attribute as
well as the plaintext, while payload-hiding only requires that a ciphertext con-
ceal the plaintext. If attributes are identities, i.e., PE is IBE, attribute hiding
PE implies anonymous IBE.

Katz, Sahai and Waters [16] also presented a concrete construction of PE
for a class of predicates called inner-product predicates, which represents a wide
class of predicates that includes an equality test (for IBE and HVE), disjunc-
tions or conjunctions of equality tests, and, more generally, arbitrary CNF or
DNF formulas (for ABE). Informally, an attribute of inner-product predicates



is expressed as vector 7 and predicate f— is associated with vector 7, where
f+(Z)=1iff 7 - =0. (Here, 7 - ¥ denotes the standard inner-product.)

Although the Katz-Sahai-Waters scheme [16] is the most expressive attribute-
hiding PE among the existing schemes, no delegation functionality was proposed.
Shi and Waters [22] presented a delegation mechanism for a class of PE, but the
admissible predicates of the system, which is a class of equality tests for HVE,
are more limited than inner-product predicates in [16]. Okamoto and Takashima
[18] presented hierarchical delegation of PE for inner-product predicates, but the
security proof was only given in the generic model.

1.2 Ouwur Results
This paper addresses the above problems in [16,22, 18].

— This paper proposes a hierarchical predicate encryption (HPE) scheme for
inner-product predicates, where a (natural) hierarchical delegation system
of inner-product predicates is provided e.g., our hierarchical system is con-
sistent with that for hierarchical IBE (HIBE) [4,8,11,12] (i.e., our HPE is
specialized to anonymous HIBE, if the predicate of HPE is specified to the
equality test of identities).

— The proposed HPE scheme is selectively attribute-hiding against chosen-
plaintext-attacks (CPA) in the standard model under two new assumptions,
the RDSP and IDSP assumptions. These assumptions are non-interactive,
falsifiable and of fixed size in the number of adversary’s queries (i.e., not
“g-type”), and are proven to hold in the generic model.

— To achieve the result, this paper advances an approach recently developed in
[17,18]. This approach is extended from bilinear pairing groups into higher
dimensional vector spaces, and a notion, dual pairing vector spaces (DPVS),
is employed in this paper. (We will explain this approach below.)

One of the most basic decisional assumptions in this approach is the de-
cisional subspace problem (DSP) assumption. (It is a higher-dimensional
generalization of the decisional DH and Linear assumptions, and the rela-
tionships of this assumption with the traditional ones are studied in [17].)
The assumptions introduced in this paper, the RDSP and IDSP assumptions,
are variants of the DSP assumption in DPVS.

— The performance of the proposed HPE scheme is almost the same as (or
slightly worse than) that in [18], where the dimension of DPVS for our HPE
scheme is n + 3, whereas that for [18] is n + 2, when n is the dimension of
predicate/attribute vectors.

— Since HPE is a generalized (fine-grained) version of anonymous HIBE (AHIBE)
(or includes AHIBE as a special case), HPE covers (a generalized version of)
applications described in [8], fully private communication and search on en-
crypted data. For example, we can use a two-level HPE scheme where the
first level corresponds to the predicate/attribute of (single-layer) PE and
the second level corresponds to those of “attribute search by a predicate”
(generalized “key-word search”).



1.3 A New Approach — Dual Pairing Vector Spaces

We now explain how the approach works by using a typical construction example
on direct products of pairing groups (¢, Gy, Gz, Gr,¢1,92, g1,€), where ¢ is a
prime, Gy, Gy and Gp are cyclic groups of order ¢, g; is a generator of G;
(i =1,2),e: Gy x Gy — Gy is a non-degenerate bilinear pairing operation,
and g7 := e(g1,92) # 1. Here we denote the group operation of Gy, G» and Gr
by multiplication. Note that this construction also works on symmetric pairing
groups, where G; = Gs. As for the definitions of some notations, see Section 1.5.

N N
Vector spaces Vand V*: V := Gy x---x Gy and V* = Gy x - X Go,
whose elements are expressed by N-dimensional vectors, x := (¢7",...,97")
and y := (95", ..., g3"), respectively (z;,y; € F, fori =1,...,N).
Canonical bases A and A*: A := (ay,...,an) of V, where a; := (¢g1,1,...,1),
ay = (1,¢1,1,...,1),...,an == (1,...,1,¢1). A* := (a},...,a}) of V¥,
where af == (¢2,1,...,1), a3 := (1,02,1,...,1),...,a :=(1,...,1,02).

Pairing operation: e(x,y) := Hiil e(g¥, g¥) = e(g1, g2) Zima mivi = gr 7 €
Gr for the above x € V and y € V*.
Base change: Canonical basis A is changed to basis B := (by,...,by) of V

using a uniformly chosen (regular) linear transformation, X := (x;;) &
GL(N,F,),such that b; = Zjvzl Xi,j@;, (i=1,...,N). A" is also changed to
basis B* := (b7,...,b%) of V* such that (¢J; ;) := (XT)7!, b} = Zjvzl
(i=1,...,N). We see that e(b;, b5) = g3, (6;,; = Lif i = j, and §;; = 0 if
i # j) i.e., B and B* are dual orthonormal bases of V and V*.

Intractable Problem: One of the most natural decisional problems in our
approach is the decisional subspace problem (DSP) [17]. The DSP(y, n,)
assumption is: it is hard to tell v := vn,+1bN,41 + - -+ + v, by, from w :=
v1by + -+ + v, by,, where (v1,...,vN,) & IF‘qu and Ny +1 < N;. DSP is
intractable if the generalized DDH or DLIN problem is intractable [17].

Trapdoor: Although the DSP problem is assumed to be intractable, it can
be efficiently solved by using trapdoor t* € span(bi,...,by,). Given v :=
UNy+1bNy+1 + - +un, b, or w:=wv1by + -+ +vN,bn,, we can tell v from
u using t* since e(v,t*) = 1 and e(u, t*) # 1 with high probability.

.. *
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1.4 Related Works on Our Approach

Higher dimensional vector treatment of bilinear pairing groups have been already
employed in the literature especially in the areas of IBE, ABE and BE (e.g., [4,
1,6,8,13,14,21]). For example, in a typical vector treatment, two vector forms
of P:= (g7",...,97") and Q := (¢95*,...,g5") are set and pairing for P and Q
is operated as e(P, Q) := [[;—, e(g7*, g5"). Such a treatment can be rephrased in
our approach using the (symmetric pairing) notations shown in Section 1.3 such
that P = z1a1 + -+ + z,a, and @Q = y1a] + -+ + yna), over canonical basis A
and A*.



The major drawback of this approach is the easily decomposable property
over A (and A*). That is, it is easy to decompose z;a; = (1,...,1,¢7",1,...,1)
from P:=z1a1 + - zpan = (97", ..., 91").

In contrast, the current approach employs basis B that is linearly transformed
from A using a secret random matrix X € F"*". A remarkable property over B
is that it seems hard to decompose x;b; from P’ := x1by + - - - 2,,b,,. In addition,
the dual orthonormal basis B* of V* can be used as a source of the trapdoors to
the decomposability (see Section 1.3) through the pairing operation over B and
B*. The hard decomposability and its trapdoors are the key trick in this paper.
Note that composite order pairing groups are often employed with similar tricks,
hard decomposability of a composite order group into the prime order subgroups
and its trapdoors through factoring (e.g., [16, 22]).

1.5 Notations

When A is a random variable or distribution, y & A denotes that y is randomly

selected from A according to its distribution. When A is a set, y & A denotes
that y is uniformly selected from A. y := z denotes that y is set, defined or
substituted by z. When « is a fixed value, A(z) — a (e.g., A(x) — 1) denotes
the event that machine (algorithm) A outputs @ on input z. A function f : N — R
is negligible in A, if for every constant ¢ > 0, there exists an integer n such that
f(A) < A7¢ for all A > n.

We denote the finite field of order ¢ by F,. A vector symbol denotes a vector
representation over F,, e.g., Z denotes (T1,...,2n) € F. Z - U denotes the
inner-product Y7, ;v; of two vectors 7 = (z1,...,2,) and v = (v1y...,0p).
XT denotes the transpose of matrix X. A bold face letter denotes an element
of vector space V (resp.V*), e.g., ¢ € V (resp.x* € V*). span(by,...,b,)
(resp. span(?l, .. ,7,1)) denotes the subspace generated by by, ...,b, (resp.

Tyoees Xp)e

2 Dual Pairing Vector Spaces

Definition 1. “Dual pairing vector spaces (DPVS)” (q,V,V*, Gr, A, A*) are a
tuple of a prime q, two N -dimensional vector spaces V and V* over IF,, a cyclic
group Gr of order q, and their canonical bases i.e., A := (a1,...,an) of V and
A* := (af,...,ak) of V* that satisfy the following conditions:

1. [Non-degenerate bilinear pairing] There exists a polynomial-time computable
nondegenerate bilinear pairing e : V x V* — Gy i.e., e(sz, ty) = e(x,y)*
and if e(x,y) =1 for ally € V, then x = 0.

2. [Dual orthonormal bases| A, A*, and e satisfy e(a;,a}) = g(sTi‘j for all i and
J, where §; ; =1 ifi = j, and O otherwise, and gr #1 € Gr.

3. [Distortion maps] Endomorphisms ¢; j of V s.t. ¢; j(a;) = a; and ¢; j(ar) =
0 if k # j are polynomial-time computable. Moreover, endomorphisms ¢; ;
of V¥ s.t. ¢} ;(a}) = a} and ¢} ;(ay) = 0 if k # j are also polynomial-time
computable. We call ¢;,; and ¢} ; “distortion maps”.



Three typical constructions are given in [17]; a product of bilinear pairing groups,
or a Jacobian variety of a supersingular curve of genus > 1 [23]. See Section 1.3
as well (where the description of distortion maps is omitted).

3 Assumptions

This section defines two variants of the DSP assumption, the RDSP and IDSP
assumptions. An intuition behind these assumptions are given in Remark below.

DPVS generation algorithm Ggpys takes input 1* (A € N) and N € N, and
outputs a description of param := (q,V,V* Gr, A, A*) with security parameter
A and N-dimensional V and V*. It can be constructed in a manner shown in [17].
We describe a random orthonormal basis generator G, below, which is used as
a subroutine in the RDSP and IDSP instance generators.

gob(lAa N) - param = (q7 Va \%A ) GT ) Aa A*) <_R gdpvs(1A7 N)7
u _
X = (Xi,j) A GL(Nan)a (ﬁi,j) = (XT) 17
N * N * * * *
bi = Zj:l Xi,j@j, B:= (bl, ey bN), bz = Zj:l 19i,jaj, B* .= (b17 ey bN),
return (param, B, B*)

We now define the RDSP and IDSP instance generators, QEDSP and g[';DSP.

GEPSP (1), n) : (param, B, B*) X Gop(1),n 4 3), T := (y1,-.., ) < FJ \ {0},
81,82, C1y Co Fy, dot1 = bpsy +buso, Bi= (br,..., by, dni1,boss),
(W™, 1) 25 2 GL(F,, 3),

Fori=1,...,n; k=1,2,3;
R = 0BT 441 b+ b, = 01 ),
€0 := 01 (> 1 yibi) + d2bnys,
e ;= 61(2?:1 yzbz) + Clbn+1 + Can+2 + 62bn+37
return (param,@,{hgk)*,Ti(k)}i:1,...7n;k:172,3,7,9,8)-

GIPSP (1%, n) : (param, B, B*) <& Gop (1%, 1 + 3),

U - U n -
V=i yn) < FPN{0), W= (wr,...,un) < FP\ {0},
81,02, C1y G 2 Fyy dpir = byt + bpga, Bi= (biy.. b, dpir, boss),
For i = ]-7 sy (w(k)a §7’§)77£,I;))k=1,273 <£ GL(IFCDS))

Fori=1,...,n; k=1,2,3;
h{" = w®br 4 /Wb + 155, 7 =) 490,
€0 :=01(X i yibi) + Cibng1 + Gbnga + d2bnys,
e = 51(2?:1 u;ib;) + (1bni1 + Cobpgo + dobpys,
return (param,@,{hEk)*,Ti(k)}i:1,...7n;k:172,3,7,9,8)-



Definition 2 (RDSP: Decisional Subspace Problem with Relevant
Dual Vector Tuples). For all security parameter X € N, we define RDSP
advantage of a probabilistic machine B as follows:

AdvRPSP () :=
‘Pr [B(l)‘,p)—)l ‘ o éggDSP(ﬁ,n)] —Pr [5(1&,))%1‘ o ég{%DSP(ﬁ,n)] ‘

The RDSP assumption is: for any probabilistic polynomial-time adversary B,
AdvEPSP(N) is negligible in .

Definition 3 (IDSP: Decisional Subspace Problem with Irrelevant
Dual Vector Tuples). The IDSP advantage of B, AdviSF()\), and the IDSP
assumption are defined similarly as in Definition 2.

In the generic DPVS model, basic operations in V,V*, and Gr, i.e., vec-
tor additions in V and V*, multiplication in Gp, pairing, and distortion maps
w.r.t. A or A", are given by “generic” algorithms that act independently of the
representations of vectors or group elements.

Theorem 1. The advantages AdviP>"(X) and Advis>" () are O(d/2*) for any
adversary B in the generic DPVS model, where d is the mazimum of the degrees
of polynomials of formal variables (in the generic model game).

We will describe the proof of Theorem 1 in the full version of this paper.

Remark (Intuition behind the Assumptions):

Here we informally explain the RDSP assumption by using a simplified one.
In the simplified RDSP assumption, (h},...,h?) is given to A in addition to
(B := (bi,-.-,bpi2), ¥ = (Y1,---,Yn),€5), such that h¥ = wb? + y;b%,,
(i=1,...,n; w< F,)and es:= 6 (7, yib) + BCbns1 + 2bnya (B < {0,1},
d1,601,C & F,). The simplified RDSP assumption is that it is hard for any adver-
sary A, given (B, ?,65) along with (hj,...,h?), to correctly guess 3. (In the
DSP assumption, only (1B, v, eg) is given to A.)

(hi,...,h%) is added in the RDSP assumption in order to simulate the key
generation oracle in the security proof of our encryption scheme as follows: for
any v o= (v1,...,v,) with v - 7 # 0, the simulator can compute a secret
key k* for ¥ such that k* := ==Y, vihi = S (T, vib]) + by, =
W' (3052, vib}) + bryy where o' i= 2.

This secret key generation procedure, however, does not work for ¥ with
v - 7 = 0, since —ﬁl—j cannot be computed. Therefore, (h],...,h}) does not

seem helpful to break the RDSP assumption, since a secret-key k* for o with
“¥ .Y = 0" is of use to guess B by checking whether e(es, k*) = 1 or not.
Hence, the RDSP assumption seems to hold if the DSP assumption does.
Similarly the IDSP assumption is introduced as a variant of the DSP as-
sumption. In the RDSP and IDSP assumptions employed in this paper, we use a
public element d,4+1 := by 41 +bpio (in place of b, 11 in basis B in the simplified



one), and b, 41 and b,4o are not published. Such a modification is required for
the IDSP assumption since the simplified IDSP assumption does not hold.

In addition, in our RDSP (and IDSP) assumption, {h\"*};ii1 . k—123
is employed in place of {hf};,=1, .. This modification is introduced to re-
randomize the coefficients for each key generation of the simulation by a random
linear combination of h{"*, {** and A{**.

4 Definition of Hierarchical Predicate Encryption (HPE)

This section defines hierarchical predicate encryption (HPE) for the class of
hierarchical inner-product predicates and its security. '

In a delegation system, it is required that a user who has a capability can
delegate to another user a more restrictive capability. In addition to this require-
ment, our hierarchical inner-product encryption introduces a format of hierarchy
ﬁ to define common delegation structure in a system.

We call a tuple of positive integers ﬁ = (n,d;p1,- .., ptq) st = 0 <
1 < po < -+ < ug = n a format of hierarchy of depth d attribute spaces. Let
Xy (€ =1,...,d) be the sets of attributes, where each X, := F,“~#"! \{6)}
Let the hierarchical attributes ¥ := U{_ (¥} x ... x ¥), where the union is
a disjoint union. Then, for ¥/; € Fj* 7"\ {ﬁ}, the hierarchical predicate
f(#1,...,7,) on hierarchical attributes (?1, .. .,?h) € Y is defined as follows:
f(71,---77e)(?17 TR =1iff(<hand 7; - ¥;=0forallist.1<i<C

Let the space of hierarchical predicates F := {f(, _+,) | Ui e Rl TR

{6)}} We call h (resp. £) the level of (Z1,..., Z4) (resp. (V1,..., T¢)).

Definition 4. Let ﬁ = (n,dy ity i) Stpo=0< g <poe < < pg=mn
be a format of hierarchy of depth d attribute spaces. A hierarchical predicate
encryption (HPE) scheme for the class of hierarchical inner-product predicates
F owver the set of hierarchical attributes X consists of probabilistic polynomial-
time algorithms Setup, GenKey, Enc, Dec, and Delegate, for ¢ =1,...,d—1. They
are given as follows:

Setup takes as input security parameter 1* and format of hierarchy ﬁ, and

outputs (master) public key pk and (master) secret key sk.

— GenKey takes as input the master public key pk, secret key sk, and predicate
vectors (71, ey 7@). It outputs a corresponding secret key sk, =,

— Enc takes as input the master public key pk, attribute vectors (?1, cee 7;1),
where 1 < h < d, and plaintext m in some associated plaintext space, msg.
It returns ciphertext c.

— Dec takes as input the master public key pk, secret key sk, . <,), where

1 <t <d, and ciphertext c. It outputs either plaintext m or the distinguished

symbol L.

! More general delegation structures (partial order structures) than tree hierarchical
structures can be easily realized in our HPE scheme. See Remark in Section 5.



— Delegate, takes as input the master public key pk, £-th level secret key sk, 70)
and (0 + 1)-th level predicate vector U oi1. It returns (£ + 1)-th level secret

key Sk(?l,...,?[_'_l) *

A HPE scheme should have the following correctness property: for all cor-

rectly generated pk and sk, =,), generate ¢ & Enc(pk,m, (71, e ?h)) and
m' := Dec(pk,skz, . w,),c) If f(71,m’7e)(?1,...,7h) = 1, then m' = m.
Otherwise, m' # m except for negligible probability.

For f and f’' in F, we denote f' < f if the predicate vector for f is a prefix
of that for f’. For the following definition for key queries, see [22].

Remark: We will explain the hierarchical structure by using a small (toy)
example that has three levels and each level consists of 2-dimensional space,
i.e., 6-dimensional space is employed in total. That is, 7 := (nyd;py .-, ptd)
= (6,3;2,4,6) in this example.

A user who possesses a secret key sky in the top level, associated with the
top level predicate vector o := (v1,v2), can delegate any value (say Ty =
(vs,vq)) of the second level key sko such that the predicate vector for sky is
( 1,72). Similarly, a user who possesses a secret key in the second level, sks
with (71, U'2), can delegate any value (say U3 := (vs,vg)) of the third level key
Sk3 with (71, 72, 73)

Secret, key sk; with 71, can decrypt a ciphertext associated with attribute
vector (71, (%, %), (%, %)) := ((x1,22), (%, %), (¥,%)) if Z1 - T1 = 0, where * de-
notes an arbitrary value. Secret key sko with (v'q, 72) can decrypt a ciphertext
with attribute vector (71, 72, (x,x)) if Z1- U1 =0and ¥s- Uy = 0. However
sko cannot decrypt a ciphertext with higher level (top level) attribute vector
21 = (z1,32) (or (1, (x,%), (x,%))). Therefore, the capability of a delegated
key sko is more limited than the parent key sk;.

Hence, when (71, 73) := ((v1, vg, (vs,v4)) is a predicate vector for a secret
key, (71, ¥3) is considered to be (71, U3, (0,0)), and when 7 := (x1,25) is
an attribute vector for a ciphertext, 7’y is considered to be (71, (x, %), (x,%))),
where (%,%) - (0,0) = 0 and (%, %) - U2 # 0 unless ¢5 = (0,0).

Definition 5. A hierarchical inner-product predicate encryption scheme for hi-
erarchical predicates F over hierarchical attributes X is selectively attribute-hiding
(AH) against chosen plaintext attacks if for all probabilistic polynomial-time ad-
versaries A, the advantage of A in the following experiment is negligible in the
security parameter.

. 0 0
1. A outputs challenge attribute vectors X(©) .= (?g ),...,?2(?))),2((1) =
1 1
@M, .20,
2. Setup is run to generate keys pk and sk, and pk is given to A.
3. A may adaptively makes a polynomial number of queries of the following
type:
— [ Create key ] A asks the challenger to create a secret key for a predicate
f € F. The challenger creates a key for f without giving it to A.



— [ Create delegated key ] A specifies a key for predicate f that has already
been created, and asks the challenger to perform a delegation operation
to create a child key for f' < f. The challenger computes the child key
without giving it to the adversary.

— [ Reveal key | A asks the challenger to reveal an already-created key for
predicate f s.t. f(X(©)) = f(x(D) = 0.

Note that when key creation requests are made, A does not automatically see
the created key. A sees a key only when it makes a reveal key query.

4. A outputs challenge plaintexts m©®,m®),

A random bit b is chosen. A is given ) & Enc(pk,m(®, x(®).

6. The adversary may continue to request keys for additional predicate vectors
subject to the restrictions given in step 3.

7. A outputs a bit b', and succeeds if b’ = b.

We define the advantage of A as the quantity Adv:PE’AH()\) = |Pr{d’ =b] - 1/2|.

&

Remark: In Definition 5, adversary A is not allowed to ask a key-query for
(U1,..., V) such that f(o1,70) (X®)) =1 for some b € {0,1}, while in the
security definition in [16], such a key-query is allowed provided that m(® = m®
and f(?l,...,?l)(X(O)) = f(?l,m’ﬁe)(.)('(l)) = 1. This restriction is introduced to
prove the security of the proposed HPE scheme only under the RDSP and IDSP
assumptions. If we introduce another variant of the assumptions, we can relax
this restriction. We will describe this case in the full version of this paper.

5 The Proposed HPE Scheme

5.1 Key Idea in Constructing the Proposed HPE:

We will explain a key idea of the proposed HPE scheme.

First, as a special (1-level) case of the proposed construction of HPE, we will
show a predicate encryption (PE) construction for the inner-product predicate.
Through the orthonormal property of (random) dual bases (B := (by,...,bn+3),
B* := (b],...,b},3)) in DPVS, (¢,V,V*,Gr, A, A*), (Sections 1.3, 2 and 3), the
PE scheme for the (n-dimensional) inner-product predicate can be constructed
as below, where V and V* are (n + 3)-dimensional spaces, the public parameter
is (by,...,bn,dni1 := bpy1 + bpgo,bpis) as well as the parameters of DPVS,
and the master secret key is (X and) B*. Ciphertext (¢y, ¢;) for attribute 7 :=
(x1,-..,2n) € F and plaintext m € Gr is ¢; := d1(x1by + -+ + zpby) +
(dyy1+02b,13 and o := gg,,m, where 01, 02, ¢ & F, . Secret key k* with predicate
V= (v1,...,vn) € Fpis k* := o(v1b] +- - +v,b},) +nb;, +(1-1)b;, . », where
o,n & F,.If Z -V =0, plaintext m can be computed by m = ca/e(er, k*), since
eler, k") = (IT7, e(@iibi, 0v:b7) - e(Cbnri, nbsy) - €(Chnsa, (L — )bys) =

810(7_y wivi)+Cn+C(L—n) _ S10(F-V)+¢ _ ¢
9gr =9r =J9r-

We now explain the key idea of the proposed HPE scheme by using a small
(toy) example. Let the dimension of (predicate/attribute) vectors be 6, in which



there are three levels and each level has 2-dimensions, V and V* be 9-dimensional
spaces, the public parameter be B := (by, ..., bs, dr, by) as well as the parameters
of DPVS, and the master secret key be (X and) B* := (b7, ..., b5), where d7 :=
b7 + bs.

Ciphertext (e1,cy) for attribute @ := (7, @5, 73) := ((€1,22), (z3,24),
(z5,26)) € IF'qe and plaintext m is constructed as ¢y := 01 (z1b1 + z2b2) + - +

d3(x5bs + webg) + (dr + 04bg and ¢y = g%m, where 81,...,04,C & F,. If the
attribute is a higher level such as 7= (z1,22), generate a modified attribute
P = ((21,0), (2], 7)), (0F,27)), where (2, o], 28, 2f) < FE. Then, ci-
phertext e¢; for attribute 7’y is computed as ciphertext ¢; for the modified
attribute 7. .

Top level secret key k7 := (k{,,...,k]q), for predicate V= (v1,1,) € F?
consists of three parts, k7 o, (k7 1, k] ) and (k] 3,...,Kk] ¢), where the first one
is used for decryption of ciphertexts, the second one for re-randomization (of
delegated key), and the last one for delegation. Each part is: k{5 := 01 o(v1b7 +
v2b3) + by + (1 —n0)bg, ki ; = o1,;(v1b] +v2b3) +n;b7 — ;b5 (j = 1,2), and
ki ;= o1,j(v1b] +v2b5) +1b; +1;07 —n;bg (j = 3,...,6), where 0y j, ¢ & F, for
j=0,...,6. The first one, k{ ,, can decrypt ciphertext (ci,c2) by c2/e(e1, k] ),
since e(c1, ki) = g% if an attribute of e; is ((z1,x2), (*, %), (x, *)) with (z1, z2) -
(v1,v9) = 0. To delegate a secret key for the 2nd level vector (vs, vs), 02 j(v3k] 3+
vakt ) is added to ki, (j = 0), 0 (j = 1,2,3), and ¢ k] ; (j = 5,6). To re-
randomize the coefficients of (v1bf + v2b%), b5 and bf in the delegated key,
(aj kT | + ajoki 5) is also added. So, the delegated key (the second level key)
?; = (K30, k33, k5 5,k5 ), (where k3 is for decryption, (k3;,...,k3 ;)
for re-randomization, and (k3 5, k3 q) for delegation) is computed as k3, :=
ki o+ (01 kT ) + aok] 5) +02,0(Vsk] 3 +vaki ), K5 ;= (01 k] 1 + k] 5) +
02,5 (vskT 5 +vakiy) (7 =1,2,3), and k3 ; := ¢k ; + (ki) + ajokiy) +
0u,5(vsk] 5 +vaki ,) (7 = 5,6), where a1, a2, 09,5, %+ < F, (j = 0,1,2,3,5,6).
Then, the distribution of the delegated key (by Delegate) is equivalent to that
obtained by the key generation query (GenKey) except negligible probability
(i.e., the simulation of ‘create delegated key query’ can be equivalent to that of
‘create key query’.)

In general, as for the ¢-th level secret key, ?Z = (ki g Kl 1> KD ppias -
kzn), the first one, k7 ,, is used for decryption, the second part of components,
kjio..- kf oy, are for re-randomization (of a delegated key), and the last part
of components, kj , .1,...,k7,, are for delegation.

5.2 HPE Scheme

Setup(1*, 77 = (n,d; jua, ..., ua)) + (param, B, B*) <= Goy(1*,n + 3),
i1 = bui1 +bouys, Bi=(by,...,by,dnsi1,buys),
return sk := (X,B*), pk := (1%, param,@).

10



GenKey (pk, sk, (71, .., Te) = (V15 vy Uy )y v ey (Vg s ey V) -
Giibm o F, forj=0,.. 0+l +1,...n;i=1,..4¢
* £ t * * *
kZ,O = Zt:l UU,t(Z?:m_l_H Uibi) + nobn+1 + (1 - no)bn+2,
* £ t * * *
k; ;= it Uj,t(Zf:m_lﬁ v;b}) +m;by i — by s
forj=1,...,0+1,
* Z t * * * *
kz,j = UM(E?:W,hq vib}) + Pb; +1ibri1 =10
forj=pe+1,...,n,

_)
return kj = (kzO’---7kz,6+1akzue+1’---7k2n)-
Enc(pk,m € Gr, (1, oo, T0) = ((T1, oy Ty )y v oy (T i1y s Tpy))
U _ _ U
(T eg1yen, D) & FP 1 B THa=1 Gy 8, 003, < Ty,

Cy = Zf:l 6t( g;ut_1+1 xzbz) + Cdn+1 + 5n+3bn+37 Cy 1= gg“ma
return (e1,c2).
DeC(pk, kz,Oa C1, 02) cm' = 02/6(617 kz,o),
return m'.
7 7
Delegate, (pk, k7, U r41 := (Vupt1s - Vppyy))
U . )
ajiyo, 0 < F, forj=0,....,0+2,pep1+1,...,n; i=1,...,0+1,

* e Lok 41 ¥ He+1 ¥
kiiio:=kio+ il aoiky; + 0035, 11 vik7 L),

* R £+1 L * ) He+1 ¥ .
k£+1,j = a“ku + 0 el vlk“) forj=1,...,0+2,
* L L+1 gk i e+t % I * L
k£+1,j = Ei:l amku +0;( i=pe+1 Uzkz,i) + ¢ k@j for j = pey1+1,...,m,
_)* * * * *
return ki q = (Kji1.00 -5 Kip1 025 Kyt g1 kiiin)-

[Correctness] Assume that ciphertext (¢, c2) is generated by Enc(pk,m, (?1,
.. ,?h)) and secret key kj , is generated by GenKey(pk, sk, (71, e 75)) Note

i< 00T T .
that e(er, ki) = g2 <= 7T T I g < hand T T =0 forall i st.1 <

i < {, then e(e1,kj,) = g%. Otherwise, e(c1,kj ) is uniformly distributed.
Hence, correctness holds for secret keys generated by GenKey, and it also holds
for keys generated by Delegate by Claim 1.

Remark: A generalized delegation (not limited to a hierarchical delegation)
system can be constructed on (1-level) PE described in the first part of Section
5.1, where the parameters are the same as above.

In the generalized delegatable PE scheme, secret key generation procedure
GenKey(pk,sk, U1 == (v11,...,v1.,)) outputs k7 := (BT gecs 1 van 15 K1 van,20 BT del 15
<o K et n)s Where K yoc := 0ec(30721 01,i07) +1dechy, 11+ (1=1dec)br 05 KT ran j 1=
Oran,i (2o iz V1,i07) Fhran 0% p1 =Thran b7 (5 = 1,2); KT oy ;1= 0dej (2052, v1,ib7)
+1b% + Ndel,jby 1 — Ndel,jbrio (5 =1,...,n).

11



%
To delegate secret key k7 for Ty = (v2,1,...,02,,), where o g span(?l),
— —
Delegate, (pk, k1, ') outputs k5 := (k3 gees K3 ran 15 K5 ran 2o K3 et 1 -« > K5 et n)-
2 n
Here, k;,dec = kidec + i1 Qdec,ik] ran,i T 02,dec(D i1 U27ikr,del,i) i kS van =

2 . 2
2z ran,iK] ran,i T 02,15 (Dimy U27ikr,del,i) (J=1,2,3); k3 e = D i1 Cdel,i
Y ani + 02.deli (31 V2,0 4o i) + 'k} 4o ; (G = 1,...,n). Further delegation

1,ran,z
for k; (¢ =2,3,...) can be done in the same manner.

Ciphertext (¢, c2) for attribute 7= (z1,-..,%n) and plaintext m € Gr is
the same_a)s that of the 1-level PE. Key k7 can decrypt (e1,ce) if v -7 =0,
and key k3 can decrypt (e1,¢) if (71 -7 = 0) A (T5- 7 = 0). Namely the
capability of delegated key k 3 is more hrglted than that of its parent key k7.
In general, the (-th delegated secret key kj; can decrypt (ci,c2) if (U, 2 =
0)/\---/\(71-7 = 0), where 7j ¢span<71,...,7j_1> for 2<j <.

5.3 Security

Theorem 2. The proposed HPE scheme is selectively attribute-hiding against
chosen plaintext attacks under the RDSP and IDSP assumptions. For any ad-
versary A, there exist probabilistic machines By and By, whose running times
are essentially the same as that of A, such that for any security parameter A,

AdviTEAT (V) < AdVEPSP(N) + AdViRP (M) + 3v/q

where v is the number of adversary’s queries.

Proof Outline: To prove the security, we employ five games, Game 0 (origi-
nal selective-security game) to Game 4 whose advantage is 0, where, roughly,
Game 1 is conceptually changed (the timing of challenger’s coin flips is changed)
from Game 0, a delegated key query (i.e., a reveal query of an already-created
delegated key) is replied by using GenKey (in place of Delegate) in Game 2,
the plaintext part of the target ciphertext is randomized in Game 3, and the
attribute vector part of the target ciphertext is randomized in Game 4.

Since the distribution regarding each revealed key query in Game 2 is equiv-
alent to that in Game 1 except with probability at most 3/¢, the gap between
Games 1 and 2 is bounded by 3v/q.

To prove that the gap between Games 2 and 3 is bounded by the advantage
of the RDSP assumption, target ciphertext (e1, ¢2) for m(®) is generated by using
es from the RDSP assumption such that ¢; := eg + (d,+1 and ¢y := g%m(b).
Then (e¢1,c2) is a ciphertext in Game 2 when 8 = 0, and it is a ciphertext in
Game 3 when § = 1. The key generation oracle simulation can be perfectly
executed by using {hgk)*,Ti(k)}i:17___7n;k:17273 from the RDSP assumption (see
Remark after Theorem 1). It can be done similarly to evaluate the gap between
Games 3 and 4 (through the IDSP assumption).

Proof of Theorem 2:
To prove Theorem 2, we consider the following five games.

12



Game 0: Original game (Definition 5).
Game 1: Game 1 is the same as Game 0 except the following procedures:

1. When challenger C gets challenge attributes (750), e ?%)) and (751),

,7;1()1)) in the first step of the game, C selects (challenge) bit b &
{0,1}, and computes

(xf,...2f) = (6 71,...,0424),

) n

where b := h® (Z1,..., Z) = (Z,..., Z), (T h1,..., Ta) &

FL H% o B H= and 6y, .., 04 < F,.
2. When C gets challenge plaintexts (m(®), m()) from adversary A, chal-
lenger C computes (€1, ¢2) as below and returns it to A.

e =Y 27 b + (dnt1 + Ongsbuts, c2:= g5m®,

where d,,43,( & F,.
Game 2: Game 2 is the same as Game 1 except the following procedures.

1. When a create key query is issued by A, challenger C only records the
specified predicates, and when a create delegated key query is issued, C
only records the specified keys and predicates. In this step, C just records,
but creates no corresponding keys.

2. When a reveal key query is issued for a hierarchical (level-¢) predicate
(71, ey 7g) which has been already recorded, C creates the queried
key by using GenKey. In addition, there is a special rule such that
(00,15---,00,) & IF'(f is selected again if Zle ao,tét?t - ¥, = 0 in the
computation process of GenKey.

Game 3: Game 3 is the same as Game 2 except the target ciphertext (eq,c2)
is generated as follows:

c1 =30 27 b + (bpy1 + Gbnga + Onisbuis, coi= g%m(”),

where 6n+3, C, Cl N CQ (E ]Fq .
Game 4: Game 4 is the same as Game 3 except the target ciphertext (eq,¢2)
is generated as follows:

c1 =Y uibi + (bpy1 + Gbngo + dpasbngs, o= g%m(”),
where dn13,(, (1, & F, and U= (ug,y- .., un) & Fr \{6)}

Let Adv'Y () be AdVPEAM()) in Game 0, and Adv'{'(A) (i = 1,...,4) be
the advantage of 4 in Game :. It is clear that AdvEfl)) \) = Advfi)(/\), since it is

a conceptual change. It is also clear that Adv%) (A) =0 by Lemma 4.
We will show three lemmas (Lemmas 1, 2, 3) that evaluate the gaps between

pairs of Adv%) (A) (i=1,2,3,4). From these lemmas, we obtain Adv':|4PE’AH \) =
AV () = Adv (0 < 8 AT () — AdvGT () [+AdV (A) < AdVRDSP ()
+Adv|B')25P()\) +3v/q. o
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Lemma 1. For any adversary A, |Adv5i)(/\) Adv ( )| < 3v/q.

Proof. The distribution of k 7.1 generated by GenKey for a level-(£+1) predicate
is equivalent to that by the combination of GenKey for the level-£ predicate and
Delegate, except with probability 2/¢, from Claim 1. Moreover, the special rule in
Game 2 causes probability gap at most 1/¢ for each GenKey operation. Therefore,
the revealed key distribution in Game 1 is equivalent to that in Game 2 except
with probability at most (1 — (1 —3/¢)”) < 3v/q, since the number of delegate
queries is upper-bounded by v. Hence (by using Shoup’s difference lemma), the

difference of Advfi)()\) and Advf)()\) is upper-bounded by 3v/q. |

Clalm 1. If kz is generated by GenKey(pk,sk, (U1,..., 7)), the dzstmbutzon

of ke+1 generated by Delegate(pk, k 7, U eq1) is equivalent to that of ke+1 gen-
erated by GenKey(pk, sk, (71,. Vo, 714_1)) except with probability at most 2/q.

Proof. The distribution of level-£ key kj ; (j = 1,...,£+ 1) is represented by
that of the £+ 1 coefficients, (0j1,...,0j¢,n;), of 2302, vib}; (t =1,...,0)
and b, ; (and the coefficient, v, of b* in addition when 7 = pu, +1,. ) since
the coefficient of by, ,, is dependent of that of by, , .

Similarly, the distribution of level-(¢ + 1) key k7, ; (j = 1,...,0+2) is
represented by that of the £ 4 2 coefficients, (0.1,...,0;+1,7;)-

When level-C key k7 ; (j =1,...,(+1) s generated by GenKey(pk,sk, (T1,.. .,

), (01, - UM,nJ)J,L___,g_,_l is uniformly distributed.
If coefﬁcient matrix (o1, ...,05.¢,0;)j=1,..¢+1 (({ +1) x (£ + 1) matrix) of
(K7 ;)j=1,....e+1 is regular and 1/) # 0, then the coefficients, (0,1, .. UMH,UJ)

of Delegate(pk, k[,7[+1) is uniformly distributed, i.e., Delegate(pk, kz, 7g+1)
is equivalently distributed as GenKey(pk, sk, (71, . .. 7g+1))

Here, (0j1,-..,05,6,1)j=1,...e41 (£ +1) x (€ + 1) matrix) of (kz7j)j:1,.“,g+1
is regular and ¢ # 0 except with probability at most 2/q. O

Lemma 2. For any adversary A, there exists a probabilistic machine By, whose
running time is essentially the same as that of A, such that for any security

parameter X, |Adv( )()\) AdvA (AN)] = Adv RDSP(A)-

Proof. In order to prove Lemma 2, we construct a probabilistic machine 5;
against the RDSP problem by using any adversary A in a security game (Game
2 or 3) as a black box as follows:

1. By is given RDSP instance (param, B, {h; (k)* )}i:17___,n;k:1,273, 7, es)
2. B; plays a role of challenger C in the securlty game against adversary A.
3. When B; (or challenger C) gets challenge attributes (?5(’), .. .,?%)) and

@0, .20

) in the first step of the game, By selects (challenge) bit

b {0,1}, and computes

(@7 ay) = (10, 64T )
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where h:=h®) (24,.. ,?h)::(?gb),...,?Elb)),(?h+1,...,?d)(—UF;h+1_ﬂhx
X B M and 6y, .., 04 & F,.

Let (m:7) ¢ {Il € GL(n,F,) | J =@+ I, I" = T}, and II* := (},) :=

((mi;)T) L. Note that ?* = 7/ - II*. Public parameter pk is then calculated

as follows and By returns pk to A:

bj =30 Tjobe, b5 =300 75 ,by (=1,...,n),
B:= (bi,...,bn,dnt1,bnss), pk:= (1%, param,B).

. When a reveal key query is issued for a hierarchical (level-f) predicate

(71, . .,73) which has been already recorded, B; answers as follows: for
j=0,...,0+ 1, ue+1,...,n, By calculates
V=), v, = (01T, 050 ), (1)
u —
where 0j1,...,0j, < F;. Then, B; calculates and returns kj := (kj,, ...,

ki1 oi10 K7 ity kp ) using {hgk)*, Ti(k)} in the RDSP instance:

k
to _Zk 1a0k22 1”012271 7";‘,9715 )a

* % k)*
kio =6y Zk 10k D e 1”0;2 i,gh’(Q)
For]—l S+ 1 e+ 1, n,s—1,2,

e + n x (k)
Zk 1 @jks D iy Vi 2up=1TiTe »

= Ek 1 Aj,k,s 2521 ]+2 221 ”;,ghék)*
kz,j =0 f7 7,1 —0i1f; 3,29
Forj=pe+1,...,n
Fori=1,..., 1,7,

i = Ly @ Yy Ty M= Y G Zzzl L
zj = (Y4, o 2%)71 , kp=kp g Aml -z Y vlms,

where ag i, @ ks, Gk & Fyforj=1,....04+1,pu+1,...,0k=1,2,3;5 =
1,2.
If 6, = 0, {00 t, Q0. k & Fy be=1,2,3:t=1,....c is selected again. For j = p; +
L...,n,if >0, v; lcpl =0, {oj,ar & Fy be=1,2,3:t=1,....¢ is selected again.
. When B1 (or C) gets challenge plaintexts (m(®), m™) (from A), B, calculates
and returns (e1,¢2) s.t.c := €5 + (dpy1 and ¢y := grf,,m(b)
RDSP instance, ¢, and m(®), where ¢ & F,.
. After the encryption query, GenKey oracle simulation for a reveal key query

is executed as above.
. Aoutputs bit b'. If b = ', B; outputs 5’ := 1. Otherwise, By outputs 8’ :=0

using eg in the

To prove Lemma 2, we show Claims 2, 3, and 4.
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Claim 2. Public parameter pk generated in step 3 above has the same distribu-
tion as that in Game 2 (and Game 3).

710
0 I3
IT and the identity matrix I3. Then basis (gl, e ,gn, bni1,bni2,bnys) of Vis
obtained from basis B by the linear transformation determined by D. Hence, its
distribution is uniform. Therefore, B = (b1, ...,b,,dn11,b,13) in step 3 has the
same distribution as that in Game 2 (and Game 3). |

Proof. Let D := ( > be square (n + 3) x (n + 3) matrix composed of

%
Claim 3. Secret key k| generated in steps 4 and 6 above has the same distri-
bution as that in Game 2 (and Game 3).

Proof. First, we verify that basis (5*, b, b} 1,b)5,b;3) of V* is obtained
by the linear transformation (DT)~!, where D is defined in the proof of Claim 2.
That is, it is dual orthonormal to bas1s (bl, .. bn, bni1,bn12,bn13). Therefore,
we can consider kj ; w.r.t. this dual orthonormal basis.

Secret key kj , generated in steps 4 and 6 is 071(2? L ag pw ) Sk (le;‘

+0 101b*+1+0 102 n+2,where 91 = (Zk 1 [N k’)/l )7+ ?+ 02 = (Zk 1 (10 k
72k))73' - ZF, and 6y = 01 + 0. Let o := 05" (Zk:l aop xw®). Then, o,6;,6;
are independently uniform, since agj are independently uniform, and 07191 +

0, '0s = 1. Also, from (1), the coefficients of 3 ** 11 vzb’f in kj, for each
1<t </ areall umformly and independently distributed. Therefore, generated
k; , has the same distribution as in Game 2 and Game 3.

Similarly, for j = 1,...,¢+1,ue+1,...,n, the j-th key k; ; has independently

uniform coefficients w.r.t. Z Ulg;* for each 1 <t </, and the sum of the

i=pp—1+1
coefficients of b:L+1 and bn+2 is zero. B
Finally, we investigate the distribution of the coefficients of b} in kj ; for

J=me+1,...,n. The additional term m; — z; >R v], my is

—Zj (Zi:l 5kw(k)) v j_zb: (Zi:l 6k‘*’(k)) E;
+ (15 — 2 e vl i) By + (02, — 2 it vl 02) Bhs, (2)

~ (k ~ (K
where ¢y ; 1= (22:1 ak'yf )) :U?_, P2,i = (22:1 ak’Yé )) CUT and @; = p1,i+2,i.
Therefore, for j = pe +1,...,n, tlie sum of the coefficients of b, | and b}, , in
(2) is zero, and the coefficients of b} in kj ; are common, Zizl apw™, which is
uniformly distributed. O

Claim 4. If 8 = 0, the distribution of (c1,c2) generated in step 5 is the same
as that in Game 2. If B = 1, the distribution of (c1,c2) generated in step 5 is
the same as that in Game 3.

Proof. T8 =0, ¢1 =6 Y1, yibi 4+ Cdny1 + 62bpis = 01 X0 27 bi + Cdnir +
d2bpi3 and ¢ = g%m(b). This is the target ciphertext in Game 2 with pk :=
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(].)‘, param, ]E) Ifﬂ = ]., Ccp = (51 Z?:l Z‘jgz-i- (C+Cl)bn+1 =+ (C+C2)bn+2 +(52bn+3
and ¢y := g%m(b). Because ¢ + (1,( + (2, and ( are independently uniform, this
is the target ciphertext in Game 3 with pk := (1*, param, B). O

From Claims 2, 3, and 4, when 8 = 0, the advantage of A in the above
game is equal to that in Game 2, i.e., Advf)()\), and also is equal to Pry :=

Pr [81(1)‘, p)—1 ‘ p & GROSP(12, n)] Similarly, when = 1, we see that the ad-
vantage of A in the above game is equal to Advf) (M), and also is equal to Pry :=
Pr [Bl(lA,p)—H ‘ P (BQ{QDSP(IA,n)] . Therefore, |AdvE42)()\)—AdvE43)()\)| = |Pro—
Pri| = Advg?sp()\). This completes the proof of Lemma 2. a

Lemma 3. For any adversary A, there exists a probabilistic machine Bs, whose
running time is essentially the same as that of A, such that for any security
parameter \, |Advf)()\) - AdvE:ll) N = Adv'BDZSP (N).

Proof. Lemma 3 is similarly proved as Lemma 2. The proof will be given in the
full version of this paper. O

Lemma 4. For any adversary A, Adv%)()\) =0.

Proof. The value of b is independent from the adversary’s view in Game 4. Hence,

Adv (A = 0. O
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